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Preface 

A market economy depends on government for its very existence. In the United States, the 
federal and state governments establish the institutions, laws, and regulations that are nec-
essary for the market economy to function. Capitalist systems are inherently unstable. They 
are often characterized by periods of economic prosperity followed by periods of contrac-
tion and recession. This has been the experience in the United States. 

Following enactment of the Employment Act of 1946, the government of the United 
States has been committed to maintaining full employment and price stability. Since 1979, 
economic policymakers in the United States, and in many other countries, have been com-
mitted to a policy of relative price stability. Today, central banks not only agree, more or 
less unanimously, that price stability should be the main goal of monetary policy, but most 
of them have in fact achieved it. The average inflation rate in the rich economies is cur-
rently just above 1 %, its lowest in almost half a century. 

The purpose of this handbook is to explain the development and implementation of 
monetary policy. We first examine theories and issues related to the preservation of eco-
nomic activity, and include chapters that explore the business cycle, how it has changed 
over the years, and why the preservation of economic stability is a principal goal of public 
policy. In addition, several contributions provide a historical perspective on the develop-
ment of economic theories and government economic policies. Moreover, we do not ne-
glect the political dimensions of economic policy and how government and private organi-
zations use the tools of economics to forecast and to measure economic activity. 

Arguably, monetary policy is the most powerful weapon available to government for 
the management of economic activity. Certainly, that has been the experience in the United 
States in recent decades. Thus, the second part of the handbook reviews the development 
of monetary policy and its institutions. It also explores the challenge of inflation and how 
it has been the principal target of monetary policy. Other articles in this part examine the 
development and role of financial markets and institutions, issues associated with the im-
plementation of monetary policy, and the management of interest rates. 

The companion volume, the Handbook of Fiscal Policy, contains several articles that 
explain the development of government fiscal policymaking and the legacy of John May-
nard Keynes. Other selections examine taxes and tax policies, government budgeting and 
accounting, and issues associated with government debt management. Several articles dis-

iii 



iv Preface 

cuss the role of government in the formulation of economic policies for growth and for full 
employment. It concludes by reviewing issues associated with the implementation of fiscal 
policies. 

Jack Rabin 
Glenn L. Stevens 
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1 
Beyond Shocks 
What Causes Business Cycles? 
An Overview 

Jeffrey C. Fuhrer 
Vice President and Economist, Federal Reserve Bank of Boston, Boston, Massachusetts 

Scott Schuh 
Economist, Federal Reserve Bank of Boston, Boston, Massachusetts 

In the summer of 1997, when the Federal Reserve Bank of Boston selected the topic for its forty-
second annual economic conference, many pundits were asking: "Is the business cycle dead, or 
at least permanently dampened?" By the time the Bank's conference convened in June 1998, 
the same pundits queried: "What caused the massive recessions in Asia?" and "Can the United 
States remain 'an oasis of prosperity,' as Fed Chairman Alan Greenspan termed it, while 
economies worldwide are under siege from financial crises?" How quickly things change! 

Beyond Shocks: What Causes Business Cycles? turned out to be a particularly timely con-
ference. Of course, the answers to the pundits' questions are inextricably tied to an underlying 
fundamental question: What makes economies rise and fall? To determine whether the business 
cycle is dead, one must first determine whether economic fluctuations arise from the decisions 
of governments, financial market participants, and businesses, or simply from unexpected 
events (that is, "shocks"). To determine why Asian economies plunged into severe recession, it 
is necessary to understand how external pressures on vulnerable financial markets can lead to a 
sudden collapse, with severe consequences for nonfinancial sectors. And to determine whether 
the robust economic expansion in the United States will continue, it is necessary to evaluate how 
a slew of adverse economic factors, financial and real, could interact to end it. 

So, what caused the Asian crisis, the recessions of the 1970s and 1980s, and even the 
Great Depression? According to many modern macroeconomists, shocks did. This unsatis-
fying answer lies at the heart of a currently popular framework for analyzing business cy-
cle fluctuations. This framework assumes that the macroeconomy usually obeys simple be-
havioral relationships but is occasionally disrupted by large "shocks,'' which force it 
temporarily away from these relationships and into recession. The behavioral relationships 
then guide the orderly recovery of the economy back to full employment, where the econ-
omy remains until another significant shock upsets it. 

Reprinted from: New England Economic Review, Federal Reserve Bank of Boston (Nov./Dec. 1998) 
3-23. 
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2 Fuhrer and Schuh 

Attributing fluctuations to shocks-movements in important economic variables that 
occur for reasons we do not understand-means we can never predict recessions. Thus, a 
key goal of the conference was to try to identify economic causes of business cycles, rather 
than attributing cycles to "shocks." The greater the proportion of fluctuations we can clas-
sify as the observable and explainable product of purposeful economic decisions, the bet-
ter chance we have of understanding, predicting, and avoiding recessions. 

Several themes emerged during the conference. One was the concept of "vulnerabil-
ity." It was especially prominent in discussions of the recent Asian crises and bears on the 
distinction between shocks and systematic economic behavior. Rudiger Dornbusch perhaps 
put it best in the following analogy. Consider the collapse of a building during an earth-
quake. While the proximate cause of the collapse was the earthquake, the underlying cause 
may better be attributed to poor construction techniques. Because of its structural defects, 
the building was going to collapse when the right "shock" came along. So it goes with fi-
nancial and real economic collapses, Dornbusch and many others would argue. 

While it will always be difficult to anticipate the particular event that precipitates a 
collapse, it is important to constantly assess the vulnerability of financial, product, and la-
bor markets to potential shocks. Macroeconomists and forecasters tend to focus primarily 
on the overall health of the economy as measured by aggregate demand or by the unem-
ployment rate; they may be able to improve their economic models by incorporating vul-
nerability. Likewise, policymakers should be vigilant against vulnerability. To do so, they 
will need to develop new tools. In Asia, for example, policymakers should have had a bet-
ter assessment of the ability of the financial system to absorb shocks to currency valuations. 

Developing such an assessment would likely have been hampered, many conference 
participants pointed out, by the inability to obtain key data on the debt portfolios of finan-
cial institutions, the performance of bank loans, and the exposure of the country as a whole 
to exchange rate risk. Proposals abounded for more accessible banking data and new in-
dexes of risk exposure. Although little agreement was reached on exactly what information 
would be most useful, most agreed that policymakers and investors need new and more 
timely measures to adequately assess the vulnerability of economies to severe disruptions. 

A second theme of the conference discussion was the role of systematic monetary 
policy in causing and preventing business cycles. Many have blamed the bulk of recessions 
on monetary policy. But as pointed out by Peter Temin, Christina Romer, and Christopher 
Sims, in assigning blame, it is important first to distinguish the systematic response of mon-
etary policy to existing conditions from policy regime shifts and exogenous policy shocks. 
To take a leading example, did the Fed cause the Great Depression by raising domestic in-
terest rates to maintain the gold standard, or was the outflow of gold from the United States 
following Great Britain's abandonment of the gold standard the cause, and the response of 
the Fed a "business as usual" response to that triggering event? Such questions are very dif-
ficult to answer, but a careful attempt to do so must be made if we are to understand the role 
of monetary policy in cycles. 

Most participants agreed that the Fed played a significant role in causing many of the re-
cessions of the past century, largely in the pursuit of its goal of long-run price stability. The de-
gree to which monetary policy did or could moderate the effects of cyclical downturns was less 
clear. Many pointed to the apparent diminution of the amplitude of business cycles in the post-
war period as evidence of the Fed's ability to lessen the severity of contractions. 

Interestingly, Sims's more formal analysis of this question raised doubts that the sys-
tematic component of monetary policy either causes fluctuations or can offset them, at least 
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through interest rate movements. Using econometric substitution of modem interest rate 
policy back into the Great Depression era, Sims found that modem policy would have had 
little effect on employment or prices. While this finding met with a good deal of skepticism 
from participants, one skeptic who tried to prove Sims wrong-discussant Lawrence Chris-
tiano-reported that he could not. In any case, the suggestion that conventional interest rate 
policy is limited in its ability to offset major recessions is thought-provoking. Of course, 
the limitations of interest rate policy do not preclude alternative policies, such as deposit 
insurance and acting as lender of last resort in financial crises. These policies may be at 
least as important as interest rate policy. 

A third conference theme was the importance of a deeper understanding of the con-
tribution of changes in the efficiency and structure of production to business cycle fluctu-
ations. Recently, some macroeconomists have advanced the idea that shocks to these sup-
ply-side or "real" factors cause many, if not most, of the ups and downs in the economy. 
This idea contrasts sharply with the traditional macroeconomic notion that changes in ag-
gregate demand cause most fluctuations, and the two views generate quite different policy 
implications. 

Two real shocks were evaluated. One is a shock to the technological efficiency of 
firms' production of goods and services. Technological changes are very positively corre-
lated with output and business cycles, a relationship that has led many observers to con-
clude that technology shocks cause fluctuations. Susanto Basu, however, demonstrates that 
more detailed and sophisticated estimates of technological change substantially reduce, if 
not completely eliminate, the correlation between technology shocks and the business cy-
cle. He also shows how modem macroeconomic models, especially those that rely primar-
ily on technology shocks, have difficulty fitting the data. Proponents of technology-ori-
ented models were predictably skeptical of his results. 

The second real shock is a change in the desired distribution or allocation of eco-
nomic resources across firms, industries, and regions. Restructuring involves the costly and 
time-consuming reallocation of factors of production, especially workers, between firms, 
industries, and regions through the processes of job creation and destruction. It also typi-
cally involves lower output, higher unemployment, and often even recessions. In fact, job 
reallocation and job destruction rise sharply during recessions, leading some to surmise that 
shocks to the process of reallocation itself may be responsible for recessions and should 
therefore be taken into consideration by macroeconomic models. Scott Schuh and Robert 
Triest discover strong correlations between job reallocation and the primary determinants 
of how jobs are allocated across firms and industries: prices, productivity, and investment. 
Correlations between these determinants and job reallocation suggest that it is not mysteri-
ous allocative shocks that cause business cycles, but significant changes in observable eco-
nomic variables. 

Together, the two studies of real shocks reaffirm the fact that the production and em-
ployment behavior of firms is subject to substantial variation over the business cycle, but 
they deepen doubts that the variation is due to real shocks. Instead, the correlations between 
output and simple measures of real shocks reflect the failure of conventional analyses to in-
corporate a sufficiently detailed specification of production and market structure. As more 
and more of firms' behavior is accounted for in macroeconomic models, less and less scope 
remains for real shocks to generate business cycles. However, much is still to be learned 
about business cycles from the behavior of factor utilization, investment, prices, produc-
tivity, and the like. 
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OPENING ADDRESS: HISTORY OF THOUGHT ON THE ORIGINS OF 
BUSINESS CYCLES 

Paul Samuelson's opening address begins with the question "Is the business cycle dead?" 
While the macroeconomy appears to have stabilized over the past 50 years, perhaps owing 
to successful countercyclical macropolicy, Samuelson sees no evidence of a trend toward 
the elimination of business cycle fluctuations. He notes that after most periods of extended 
expansion, especially those accompanied by outstanding performance in asset markets, 
suggestions of a "new era" of recession-proof prosperity have arisen, and they have been 
received "with increasing credulity" as the expansion rolls on. Acknowledging this histor-
ical association between healthy economies and booming asset markets, Samuelson takes 
a more realistic view, stressing also the intertwined histories of business cycle downturns 
and bubbles and crashes in asset markets. 

Samuelson cites Victor Zamowitz's recent observation that in the seven decades be-
tween 1870 and World War II, the United States suffered six major depressions. In the past 
50 years, we have had no declines of comparable severity. Samuelson attributes this im-
proved performance to changes in "policy ideology, away from laissez-faire and toward at-
tempted countercyclical macropolicy." But despite the gains in policy's management of the 
economy, Samuelson sees no "convergence towards the disappearance ofnon-Pareto-opti-
mal fluctuations. We are not on a path to Nirvana." The scope for improved performance 
arising from better government policies appears marginal today. 

So pronounced fluctuations in production, prices, and employment are here to stay, 
despite the best efforts of policymakers. But why? In the end, Samuelson argues, fluctua-
tions are usually the product of two factors. First, on the upside, asset price bubbles will al-
ways be with us, because individuals have no incentives to eliminate "macromarket ineffi-
ciency." While we have made tremendous progress toward "rnicro-efficiency"-making 
individual financial markets more efficient through the widespread use of options and other 
derivatives, for example-little evidence can be found, either in economic history or in eco-
nomic theory, that "macromarket inefficiency is trending toward extinction." One can 
make money by correcting any apparent mispricing of a particular security, but one cannot 
make money attempting to correct apparent macro inefficiencies in the general level of 
stock market prices. 

Economists and financial market participants simply have no theory that can predict 
when a bubble will end. As a result, an individual investor will be perfectly rational in par-
ticipating in a bubble, as he will make money from the bubble so long as it continues, which 
could be indefinitely. As Samuelson puts it, "You don't die of old age. You die of harden-
ing of the arteries, of all the things which are actuarially ... associated with the process. 
But that's not the way it is with macro inefficiency." Bubbles go on until they stop, and no 
one has ever been able to predict when that will be. 

Downturns can develop from the asset markets themselves, and they can develop 
quite quickly. Because asset prices are based on the "prudent ex ante expectations" of mar-
ket participants, swings in market expectations can produce large and rapid swings in asset 
prices, causing massive revaluation of asset-holder's wealth. This was in part the cause of 
the ongoing Asian crisis, according to Samuelson. Market participants reasonably re-
assessed the valuation of investments (and therefore currencies) in Asia and quickly altered 
the direction of capital flow, precipitating a currency and banking crisis there. 

Given the lack of private incentive to restrain the stimulative effects of this "oldest 
business cycle mechanism," we come to the second factor that contributes to business cy-
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cle fluctuations: government policy. Samuelson noted that he has often said, "When the 
next recession arrives, you will find written on its bottom, 'Made in Washington.' "This is 
not, as he points out, because the Fed is a sadistic organization. Rather, "if the central bank 
and fiscal authorities did not step on the brakes of an overexuberant economy now, they 
might well have to overdo that later." When persistent macromarket inefficiencies threaten 
both employment and price stability and private incentives fail to encourage financial mar-
kets back into line, only policymakers can take the systemic view necessary to guide the 
economy back into balance. 

HISTORICAL EVIDENCE ON BUSINESS CYCLES: THE U.S. 
EXPERIENCE 

Peter Temin examines the causes of U.S. business cycles over the past century. In devel-
oping his taxonomy of causes, Temin points out three inherent problems with the effort. 
First, the idea of a "cause" is fraught with ambiguity. In part, this ambiguity arises from the 
difficulty in distinguishing the endogenous, or "normal response" component of govern-
ment policies and private actions, from the exogenous, or out-of-the-ordinary actions of 
private and public agents. In Temin's view, only exogenous events should be seen as 
causal. He uses oil prices and the 1973-75 recession to illustrate the dilemma: Was the re-
cession following the oil shock "caused" by the oil shock, or by the monetary policy re-
sponse to the oil shock? The imputation of causes depends on one's model of economic his-
tory, and particularly on the degree to which one makes behavior endogenous or 
exogenous. 

Second, the Great Depression should be treated as a unique event. As Temin notes, 
output lost during this enormous downturn was almost one-half of the sum of output lost in 
all other downturns in the past century. The body of writing on the Great Depression is 
larger than that on all other business cycles combined. Consideration of the causes of the 
Great Depression provides useful lessons about the causes of the less prominent cycles of 
the past century. For example, it seems implausible that a single "shock" in 1929 pushed 
the U.S. economy into massive depression. Instead, Temin argues, the Great Depression 
was likely the result of a sequence of contractionary influences. Prominent among these 
were the fear that the hyperinflationary pressures in Eastern Europe following the First 
World War would spread to the United States, the adoption by industrialized countries of 
the relatively inflexible gold standard in response to these pressures, and the breakdown of 
banking and legal systems. The Great Depression was really a sequence of smaller reces-
sions large and persistent enough, given policy responses, to throw the world into 
depression. 

Third, Temin cautions that his assignment of causes relies on the existing literature 
on the subject. The literature on recessions other than the Great Depression is quite sparse, 
with earlier recessions receiving considerably less attention than more recent ones. And 
within this limited set of sources, most authors focus on the transmission of cycles, rather 
than on the causes. Finally, most of the available sources do not highlight expectations and 
do not clearly distinguish anticipated from unanticipated changes. 

Temin classifies the reported causes of recessions as either domestic or foreign, and 
either real or monetary. Changes in the relative prices of assets, both real and financial, are 
classified as real phenomena. Temin finds that the preponderance of cycles in the past cen-
tury may be attributed to domestic causes, with the split between real and monetary causes 
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roughly equal for the entire period. Monetary causes of recessions were more prevalent in 
the pre-World War I period than during the post-World War II period, however. 

Temin focuses on the larger downturns. The cause of the Great Depression of 1931 
is classified in Temin's taxonomy as a foreign monetary phenomenon. The action of the 
Fed to maintain the gold value of the dollar by raising interest rates was to behave as a "tra-
ditional and responsible central banker" or, in other words, to follow a normal and expected 
endogenous policy course. Thus, the Fed's behavior cannot be viewed as an exogenous 
cause of the Great Depression, in Temin's view. The search for causes then reverts to the 
question of what produced this monetary policy response. Temin suggests that U.S. mone-
tary policy was responding to the external gold drain that arose from Britain's departure 
from the gold standard, which threatened to weaken the dollar. The Fed's reaction in in-
creasing interest rates, and the bank panics and failures that followed, were endogenous re-
sponses to the gold drain. 

In assessing the causes of the four largest downturns of the century-the Great De-
pression, and the recessions of 1920, 1929, and 1937-Temin concludes first that no sin-
gle cause explains all four downturns. Three of the four possible causes in Temin' s taxon-
omy appear as causes of the downturns. Second, three of the four recessions appear to be 
responses to domestic shocks. Most often, we cannot blame our downturns on foreign 
causes. 

Taking all of the cycles studied into consideration, Temin offers the following con-
clusions: ( 1) "It is not possible to identify a single type of instability as the source of Amer-
ican business cycles." Thus, Dornbusch's statement, "None of the U.S. expansions of the 
past 40 years died in bed of old age; every one was murdered by the Federal Reserve," is 
not supported by Temin's analysis. (2) Domestic real shocks-ranging from inventory ad-
justments to changes in expectations-were the most frequent source of fluctuations. (3) 
Other than the two oil shocks of 1973 and 1979, foreign real shocks were not an important 
source of U.S. cycles. (4) Monetary shocks have decreased in importance over time. (5) 
When measured by the loss of output, domestic sources have loomed larger than foreign 
sources; real sources have caused about the same losses as monetary sources. 

Christina Romer takes issue both with Temin' s classification scheme and with his in-
terpretation of the literature on the causes of recessions. She suggests that an improved clas-
sification scheme and a different reading of the literature would yield a more critical role 
for domestic monetary shocks, particularly in the inter- and postwar periods. 

Romer suggests that Temin's methodology is biased toward finding very few mone-
tary causes of recessions. Whereas Temin classifies most Fed behavior as a fairly typical 
response to prevailing conditions and therefore not the ultimate cause of the recession, 
Romer would prefer a more practical classification of monetary policy actions. If the mon-
etary policy action was the inevitable or highly likely result of a trigger, then we should 
consider the policy action endogenous and therefore not a cause. If, however, "a conscious 
choice was made" or if "alternative policies were ... discussed at the time," then the pol-
icy should be considered at least partly exogenous, and monetary policy should get some 
blame for the recession. 

Romer shows that, using this criterion, many more of the twentieth-century reces-
sions have an important monetary policy aspect. Monetary factors would likely be given an 
important causal role in the 1931 recession, for example, as "reasonable men at the time 
were urging the Fed to intervene" in the face of financial panics. Thus, the choice not to in-
tervene but to raise the discount rate was not inevitable or even most likely. Romer also 
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questions the extent of the constraint imposed by the gold standard, as U.S. gold reserves 
in 1931 were probably adequate to have allowed the Fed to pursue expansionary open mar-
ket operations while maintaining the gold value of the dollar, as in fact it did in 1932. 

Turning to the 1973 recession, for which Temin ascribes no monetary role, Romer ar-
gues that the central bank was not simply acting as "a respectable central bank [that] resists 
inflation," and therefore responding only as expected. Romer points out that the decision to 
tighten in 1974 was not a foregone conclusion but rather a conscious choice, as "the econ-
omy was already in a downturn and many were calling for loosening." Thus, "monetary 
policy and the oil ,shock share responsibility for the 1973 recession." 

Romer also challenges Temin's attribution of the 1957 and 1969 recessions to de-
clines in government spending. She points out that the high-employment budget surplus ac-
tually falls throughout the late 1950s, suggesting a net stimulative impulse from the federal 
government for the 1957 recession. For both recessions, Romer asserts that the Federal Re-
serve made a conscious decision to tighten in order to reduce inflation. 

As Romer sees it, "the key change has not been from monetary to real shocks or vice 
versa, but from random shocks from various sources to governmental shocks." Since the 
Second World War, the government has been more effective at counteracting most shocks, 
accounting for the diminished frequency of cycles. However, the combination of a ten-
dency toward over expansion and a few large supply shocks caused inflation to get out of 
hand. In sum, Romer would agree with the thrust of Dornbusch's statement, which is that 
monetary policy has played a vital role in postwar recessions. She might re-cast the role of 
the Fed, however, as "more like a doctor imposing a painful cure on a patient with an ill-
ness than a murderer." 

HISTORICAL EVIDENCE ON BUSINESS CYCLES: BUSINESS 
CYCLES ABROAD 

Michael Bergman, Michael Bordo, and Lars Jonung examine the broad cyclical properties 
of GDP, using a newly compiled data set of annual observations for a sample of "advanced" 
countries. Their data set spans the years 1873 to 1995. The authors show that the duration 
of business cycles (the calendar time from peak to peak or trough to trough) has been fairly 
similar across countries and fairly stable over time. The average duration rose from about 
four years in the pre-World War I period to about five and one-half years during the inter-
war period, falling back to just under five years in the period following World War II. The 
most severe recessions appear to have occurred prior to 1946, and the magnitude of all fluc-
tuations in GDP seems to have decreased in the postwar period. 

Formal statistical tests of diminished cyclical fluctuations in the postwar period gen-
erally confirm the visual evidence. This observation has often been interpreted as evidence 
that countercyclical policy has been more effective in the postwar period. However, an al-
ternative explanation is that the increased integration of the world economy serves to mit-
igate the negative influence of any one country's disruptions on other countries. 

Conventional wisdom holds that downswings are sharper and "steeper," whereas up-
swings are more gradual. Bergman, Borda, and Jonung test this proposition and find that, 
for the United States, upswings are indeed more gradual than downswings. The evidence 
for other countries is more mixed, however, with most exhibiting this asymmetry prior to 
World War II but only a minority displaying asymmetry in the postwar period. 
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The authors then attempt to determine the extent to which different components of 
GDP-including consumption, investment, government expenditures and revenues, ex-
ports, and imports-account for its cyclical volatility. For virtually all countries and time 
periods, all components of GDP except consumption generally are more volatile than GDP. 
This finding is consistent with the presence of a consumption-smoothing motive, that is, the 
desire of consumers to maintain a relatively smooth stream of consumption over time in the 
face of volatility in their income and wealth. 

The authors find that larger countries experience deeper recessions; the average de-
cline in GDP below trend is larger for large countries than for small, open European coun-
tries. For most countries, the downturn in GDP during a recession is accounted for by de-
clines in consumption, investment, and net exports. 

Finally, Bergman, Bordo, and Jonung consider the patterns of international co-move-
ment of output and prices in their data. They find that the correlations among real output in 
the 13 countries have increased over time, suggesting a more integrated world economy 
and possibly a stronger coherence of the business cycle across countries. During the gold 
standard, real GDP for most countries exhibited little or no correlation with real GDP in 
other countries. During the interwar period, U.S. GDP was significantly correlated with 
seven other countries, but corresponding correlations between other countries were not ev-
ident. The authors suggest that this correlation arises from the role of the United States as 
the "epicenter" of the Great Depression. Output linkages among European countries 
strengthened considerably in the postwar period, perhaps the result in part of the establish-
ment of the European common market and in part of the common influence of the oil 
shocks in the 1970s. 

Price levels appear to be much more consistently correlated across countries. Like 
output, price levels have become increasingly correlated over time, perhaps consistent with 
"increased global integration of goods markets," the authors suggest. 

Richard Cooper offers a different perspective on Bergman, Bordo, and Jonung' s con-
clusion that "the cyclical pattern ... appears to remain surprisingly stable across time, 
regimes, and countries" and on the broad question of the international origin and transmis-
sion of the business cycle. He examines years in which the raw data for real GDP declined, 
for a set of nine countries during the periods 1873 to 1913 and 1957 to 1994. Cooper prefers 
this approach, as the author's results may depend on the filtering and detrending methods 
that they used in constructing their data. 

The conclusions that he draws for the earlier period are as follows: First, "most 
downturns are domestic in origin, and are not powerfully transmitted to the other impor-
tant trading nations." Second, if one were interested in international transmission, one 
would focus on 1876, a year in which the Continent and Canada experienced declines in 
GDP, and on 1879 and 1908, years in which several countries experienced output de-
clines. Third, Belgium exhibits only one downturn during these periods, a suspicious 
finding given the 12 downturns in neighboring Netherlands and 14 in France. As a result, 
Cooper calls into question the reliability of the annual data for any of these countries 
prior to 1914. 

For the period 1960 to 1995, Cooper notes that the few recessions have been con-
centrated in five years: 1958, 1975, 1981-82, and 1993. This suggests strong international 
transmission, in contrast to the earlier period. All of the recessions in the United States were 
accompanied by recessions elsewhere. The greater coherence may be attributed to the im-
portance of the oil price shocks in these recessions, Cooper notes. 

Cooper goes on to question the detrending method used by Bergman and his coau-
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thors. Only 60 percent of their recessions match NBER reference dates. The issue of ap-
propriate filtering is important when considering the welfare implications of business cy-
cles, Cooper suggests. A departure of output below its (rising) trend may imply relatively 
little lost income or underutilized resources, whereas an absolute decline in output would 
almost surely entail significant welfare losses. 

Cooper outlines a number of broad changes in industrial economies that would lead 
one to question Bergman, Bordo, and Jonung's conclusion about the stability of the busi-
ness cycle over long spans of time. He suggests that "the most dramatic by far ... is the re-
duction in the fraction of the labor force required for food production." The decline in this 
number from about one-half in 1880 to below 5 percent by 1995 for all of these countries 
is likely to have altered the dynamics of the business cycle significantly, according to 
Cooper. Other important secular changes include the increased participation of women in 
the paid work force, the growth in the importance of government expenditures, and major 
technological innovations, including electricity, automobiles, and aircraft. "A relatively 
unchanged economic cycle that survived these dramatic secular changes in modem 
economies would be robust indeed," Cooper suggests. 

GOVERNMENTPOLICYANDBU~NESSCYCLES 

Christopher Sims examines one of the most contentious questions in macroeconomics: 
the role of monetary policy in twentieth-century business cycles. Sims points out that one 
cannot determine the influence of monetary policy simply from observed changes in in-
terest rates and output. The observation that a rise in interest rates precedes each postwar 
recession does not show that policy-induced interest rate movements caused the reces-
sion. If, for example, rapid expansion of private demand for credit systematically causes 
all interest rates to rise near the end of an expansion, this rise in interest rates should not 
be interpreted as the cause of a subsequent slowdown; it is a consequence of previous 
strong demand. Because such "eyeball" interpretations of the data can lead to confusion 
about the role of monetary policy, Sims advocates examining the interactions among 
many economic variables in order to obtain a clear picture of the role of any one of them 
in economic fluctuations. 

Sims employs a methodology that allows each of six variables (industrial production, 
consumer prices, currency, a monetary aggregate, the discount rate, and commodity prices) 
to respond to lags of the other variables, and to the contemporaneous values of some of the 
other variables. The restrictions on the contemporaneous interactions among variables re-
flect common-sense notions about policy, goods market, and financial market behavior. 
Monetary policy-induced interest rate changes affect prices, output, and monetary aggre-
gates only with a one-month lag; monetary policy responds to output and prices only with 
a lag, reflecting data availability; and commodity prices respond to everything contempo-
raneously, reflecting their auction-market, flexible nature. 

This simple model is estimated on monthly data for the postwar years 1948 to 
1997. Sims uses the model to show that most of the variation in the Fed's discount rate 
represents systematic policy responses rather than unanticipated shifts in policy. The dis-
count rate responds primarily to movements in production, commodity prices, and Ml. 
These three determinants of interest rate movements in tum cause the largest increases in 
CPI inflation, suggesting that the Fed responds to these as signals of future inflationary 
pressures. 
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When Sims estimates this same model on the interwar period from 1919 to 1939, he 
finds similarities but also some important differences in monetary policy responses and in-
fluences. One key difference is that the effect of interest rate changes in the early period is 
roughly double the effect in the later period. On the other hand, monetary policy in the early 
period appears to be more accommodative toward unanticipated increases in output, rais-
ing the discount rate less in response to output and thereby allowing greater inflation in 
commodity and in final goods prices. Interestingly, the model shows that when depositors' 
worries caused a rush into currency in the interwar period, the Fed typically raised the dis-
count rate, accelerating the shrinkage of money. 

This first set of exercises establishes that the systematic responses of policy to output 
and prices represent the dominant source of interest rate fluctuations in Sims's model, and 
that these interest rate movements are likely the most important source of policy's effects 
on the rest of the economy. Noting that economic fluctuations have been smaller in the 
postwar period, Sims proposes using his model to answer a key question: whether better 
systematic monetary policy is responsible for the improved economic performance of the 
postwar period. 

To answer this question, Sims transplants the estimated monetary policy equation for 
one period into the other period, then observes the estimated behavior of output, prices, and 
monetary aggregates under this counterfactual monetary regime. The results from these ex-
ercises are remarkable. In the first variant, the (estimated average) policy judgment of 
Bums, Volcker, and Greenspan is imposed on the 1920s and 1930s. Overall, Sims finds the 
outcomes-particularly the Great Depression-would have been little changed by this 
more responsive postwar policy. The drop in production from 1929 to 1933 is "completely 
unaffected by the altered monetary policy." Postwar policy would have made the 1920-21 
and 1929-33 deflations less severe, but not by much. The upheaval of the 1920s and 1930s 
would have been the same, even if modem monetary policymakers had been at the reins. 
Sims notes that his methodology leaves the banking runs, panics, and currency speculations 
that plagued the Depression era as unexplained non-monetary shocks. To the extent that a 
persistent commitment to monetary ease would have alleviated such disruptions, the drop 
in output might have been less severe, he suggests. 

The effects of substituting interwar monetary policy into the postwar economy are 
qualitatively the same. Even though the discount rate responds much more slowly to the 
postwar economic fluctuations, resulting in a markedly different interest rate pattern, the 
influence of this altered policy on industrial production and consumer prices is quite small 
at business cycle frequencies. The implications for output and inflation at longer horizons 
are what one would expect with a more accommodative policy: Output and inflation both 
rise higher in the 1970s, resulting in a larger recession in the 1980s, although Sims is care-
ful to point out that these findings may well be statistically unreliable. Overall, he reaches 
the startling conclusion that "the size and timing of postwar U.S. recessions had little to do 
with either shocks to monetary policy or its systematic component." 

Lawrence Christiano focuses on Sims's surprising conclusion that monetary policy 
played little or no role in the Great Depression. He disagrees with the methodology that 
Sims uses to reach this conclusion, but upon employing what he considers a superior 
method, he confirms Sims's results. 

One criticism of Sims's methodology revolves around the assumption that private 
agents behaved the same in the postwar period after the creation of the Federal Deposit In-
surance Corporation (FDIC) as they did during the interwar period prior to the FDIC. Chris-
tiano suggests that the frequency with which interwar depositors converted deposits to cur-
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rency at the slightest sign of bad news, in contrast to the virtual absence of such bank runs 
in the postwar period, suggests that the presence of the FDIC fundamentally changed pri-
vate agents' behavior. In particular, they may have viewed the commitment of Federal Re-
serve policy to maintain banking system liquidity quite differently in the postwar period, 
and in a way that cannot be captured by the simple "reaction functions" or interest rate 
equations in Sims's analysis. 

The more important flaw in Sims's analysis, according to Christiano, is the charac-
terization of the postwar monetary policy rule. Under this rule, after all, the Fed would have 
contracted the money supply by 30 percent in the 1930s. Christiano cannot conceive of a 
sensible policymaker who would pursue a contractionary monetary policy during a widely 
recognized, worldwide depression. So Christiano proposes instead to use a monetary pol-
icy equation that keeps money (Ml) from falling during the episode. 

Using this more plausible counterfactual policy in Sims's model for the interwar pe-
riod, Christiano finds that a stable Ml path for the early 1930s would have prevented the 
dramatic price declines that actually occurred. Surprisingly, however, even under the more 
realistic policy response, which implies a more realistic path of money growth, "the basic 
course of the Great Depression would not have been much different," as shown by the sim-
ilarity between the path of output in Christiano's simulation and the actual path of output. 

Benjamin Friedman is also skeptical of the empirical results developed in Sims's pa-
per, stating: "If the model he presents has succeeded in identifying Federal Reserve actions 
and measuring their economic effects, these findings should force us to reconsider many 
aspects of economics and economic policy." Friedman finds troubling Sims's result that 
postwar monetary policy would not have significantly altered the course of the Great De-
pression, and he views as even more problematic the finding that Depression-era monetary 
policy would have worked just the same in the postwar period as did actual policy. Fried-
man notes that the general price level was approximately the same at the onset of World 
War II as at the onset of the Civil War, while prices since that time have risen approxi-
mately tenfold. That the monetary policy that delivered the interwar deflation is the same 
one that delivered the "historically unprecedented phenomenon of a half century of sus-
tained inflation" would make inflation, even over periods of several decades, never and 
nowhere a monetary phenomenon. 

Friedman suggests that Sims's model delivers its surprising results because it fails to 
adequately identify the Fed' s monetary policy actions or the effects of those actions on the 
macroeconomy. If so, then the model's "implied irrelevance of monetary policy" for the 
postwar inflation translates further into irrelevance for assessing monetary policy's role in 
causing or cushioning business cycles. One indication that Sims' s postwar policy rule does 
not accurately represent Fed actions, Friedman argues, is the difference between the Sims 
model's policy prescriptions for the Depression era and John Taylor's policy rule prescrip-
tions for the same period. Friedman finds that Taylor's rule would imply nominal interest 
rates "an order of magnitude more negative than what Sims reports," casting some doubt 
on how well Sims's policy rule reflects all of postwar Fed behavior. 

Finally, Friedman notes that the assumption that Fed policy can be characterized by 
one unchanging rule over the entire postwar period is implausible. He asks, "Are we really 
to equate Paul Volcker' s tough stance against inflation with the see-no-evil regime of 
Arthur Bums?" While Friedman recognizes that Sims tests for a shift in monetary policy in 
1979, Sims does so by testing for a shift in all 279 of his model's parameters. Friedman 
notes that Sims could have more narrowly focused this test to detect only shifts in the pa-
rameters that summarize monetary policy. 
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FINANCIAL MARKETS AND BUSINESS CYCLES: LESSONS FROM 
AROUND THE WORLD 

A panel composed of Rudiger Dornbusch, Maurice Obstfeld, and A vinash Persaud ana-
lyzed recent financial market crises, most notably the turmoil in Asia, and drew lessons on 
how to reduce the likelihood and severity of future crises. Generally speaking, the panelists 
agreed more on why the crises occurred than on what should be done to prevent future 
crises. 

Dornbusch believes that recent financial crises in Asia, Russia, and Mexico differed 
from most preceding crises because they centered on capital markets rather than on the bal-
ance of payments. Both types of crises often are associated with currency crises as well, but 
the vulnerability or risk imposed on an economy by a capital market crisis is fundamentally 
different. He explains that financial systems experiencing a capital market crisis exhibit 
five characteristics: (1) borrowing short and lending long generates a mismatching of ma-
turities between liabilities and assets; (2) borrowing in foreign currency units and lending 
in domestic currency units generates a mismatching of denominations; (3) borrowing to 
carry assets exposed to large fluctuations in price generates market risk; (4) high risk ex-
posure throughout a country generates a national credit risk; and (5) the central bank is 
weakened by gambling away foreign exchange reserves. 

According to Dornbusch, the capital market crisis in Asia made the regional econ-
omy vulnerable, or at risk, to adverse external factors. And two such factors happened. 
First, "Japan went into the tank." Just as the Japanese economy was starting to show signs 
of emerging from several years of sluggish growth, the Japanese government tightened fis-
cal policy and the economy slumped again. This time the weakened economy exposed un-
derlying banking problems that exacerbated the situation so much that the Japanese econ-
omy eventually began to contract. Because Japan is the largest economy in the region and 
the leader in regional export and import markets, the Japanese slump put stress on the for-
eign trade structure of the entire region, which is characterized by extensive export and im-
port linkages. 

A second adverse factor was the sharp depreciation of the yen vis-a-vis the U.S. dol-
lar, "leaving the dollar peggers high and dry." Asian economies that were dependent on ro-
bust exports to Japan but had pegged their currencies to the dollar suddenly found their ex-
ports priced too high, in yen terms. Export demand fell sharply among Asian trading 
partners, and almost overnight domestic economies throughout the region began experi-
encing severe contractions. Together these adverse external factors turned vulnerable 
economies into collapsing economies. Thus, Dornbusch attributes the Asian economic 
downturn to a confluence of capital market vulnerability and adverse external factors. 

Obstfeld also believes that the primary source of economic vulnerability in recent fi-
nancial crises was capital markets, but he emphasizes shifts in expectations as the central 
factor driving the economic fluctuations. He notes that "exogenous fluctuations in capital 
flows have become a dominant business cycle shock" for developing countries in the mod-
ern era, and that similar financial crises were quite common prior to World War II. 

Obstfeld describes two main types of crises-exchange rate (currency) crises, and 
national solvency crises-and explains that although they can occur separately, they often 
"interact in explosive ways." The main linkage between them is self-fulfilling expectations. 
An economy with a weak and vulnerable capital market can avoid crisis so long as there is 
no expectation of one. But when expectations change, the desirable but tenuous equilibrium 
will give way abruptly to a crisis. A sudden new expectation of currency depreciation can 
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start the process rolling, once speculators perceive the threat that public debt will be paid 
through inflation. He cites Indonesia as an example of this phenomenon. 

In Persaud's view, moral hazard and inadequate oversight were key factors in gener-
ating the underlying capital market vulnerability. "Moral hazard [induced by International 
Monetary Fund bailouts] ... probably played a role in the exponential rise in foreign bank 
lending to Emerging Asia," and "crony capitalism" may have further "impaired the proper 
allocation of resources." Furthermore, Asia's economic success was "unbalanced" in the 
sense that lending went toward overinvestment that was concentrated in a limited number 
of sectors. Inadequate supervision and unreliable information about this worsening capital 
situation allowed the rise in risky lending and overinvestment to go unchecked until it was 
too late. 

Persaud also cites the weakened Japanese economy and depreciating yen as impor-
tant factors, but he identifies the collapse of the Thai baht on July 2, 1997 as the "trigger" 
that set off the Asian crisis. The effect of this trigger was amplified as investors suddenly 
realized new or mispriced risks in the region and greatly reduced their "appetites for risk"; 
this led to widespread and simultaneous capital outflows from the region. 

A key factor contributing to this capital flight, says Persaud, was the sudden discov-
ery that domestic corporate investment positions were highly concentrated. When the cri-
sis emerged, heavyweight investors in the region discovered that their peers were also 
deeply vested in the same small number of collapsing Asian economies. Thus, these influ-
ential investors not only wanted to get out of Asia because of the inherent financial prob-
lems, they also wanted to get out first, because they knew that a massive capital outflow 
would dramatically reduce asset prices in the region. 

The panelists generally agreed that unwise economic decisions had promoted an en-
vironment of vulnerability, and that Japan's economic weakness and other events turned a 
precarious situation into turmoil. However, their recommendations about how to respond 
to the current crisis, and how to prevent future crises, were notably different. 

Dornbusch believes that the key to preventing future capital market crises is to con-
trol financial risk. He proposes using model-based value-at-risk ratings and disseminating 
"right thinking" within the international financial community regarding controlling and 
pricing such risk. Controlling capital flows themselves, however, is not appropriate. He ad-
vocates International Monetary Fund (IMF) inspections of financial market conditions dur-
ing country consultations, but he is doubtful the IMF will become sufficiently forward-
looking and preemptive, because IMF member countries will resist such changes. For this 
reason, he particularly opposes an Asian IMF. Dornbusch advocates moving toward re-
gional currencies like the euro. Regarding the appropriate response to current develop-
ments, Dornbusch is adamant that tight money policies are required to restore financial sta-
bility; debt restructuring can be negotiated later. Fiscal policy is not a viable tool because 
of the fiscal deterioration associated with the recent crises. 

Obstfeld asserts that "policy must counteract the severe capital-account shocks by 
creating a new expectational climate" that will restore confidence in these economies. He 
sees no economic prescription for this change "short of infeasibly extensive official finan-
cial support from abroad." In contrast to Dornbusch, Obstfeld concludes that fiscal expan-
sion is the least risky policy prescription, particularly in Japan. Monetary expansion in 
Japan might also help, but it carries the risk of further yen devaluation and is insufficient 
until Japan resolves its banking problems. He ends by warning that monetary tightening 
now by the Federal Reserve and the new European Central Bank to fight domestic inflation 
"would be an error of perhaps historic proportions." 
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Persaud highlights the need to develop policies that "work with financial markets and 
not against them." He views many actual and proposed policies as counterproductive. Cap-
ital controls intended to curb outflows would implicitly curb much-needed inflows. Look-
ing to the IMF for faster and more lucrative assistance is also unwise. He doubts that the 
IMF loans can keep pace with the magnitude of required private capital flows, and in any 
case further IMF assistance worsens the moral hazard problem. 

Instead, Persaud wants an international financial system that permits countries access 
to an international pool of foreign exchange reserves if-and only if-they meet certain 
"selectivity criteria" intended to reflect sound and prudent financial operations. The crite-
ria, which must be "public, clear, and transparent," would consider the extent of external 
debt, the productivity of capital inflows, the competitiveness of exchange rates, the sound-
ness of government finances, and the openness of governance. Countries or financial insti-
tutions that do not meet these criteria should be allowed to fail. Indeed, Persaud believes 
that selective assistance is a critical requirement for eliminating moral hazard. 

PRODUCTION, TECHNOLOGY, AND BUSINESS CYCLES 

Susanto Basu tackles another of the most contentious questions among modem macroe-
conomists: Do fluctuations in technological change or productivity growth actually cause 
business cycle fluctuations? Some prominent neoclassical macroeconomists assert not only 
that the answer is yes, but that technology change is the primary determinant of such fluc-
tuations. This assertion is contested by macroeconomists like Basu who adhere to the Key-
nesian tradition of emphasizing fluctuations in aggregate demand as the primary contribu-
tor to business cycles. Because these two views of the sources of business cycles lead to 
radically different macroeconomic models and prescriptions for government policy, reso-
lution of this debate is critical. 

Basu argues that neoclassical economists have misinterpreted the link between tech-
nological change and business cycles by misusing the standard measure of technological 
change: the Solow residual, named after M.I.T. economist Robert Solow. Solow's method-
ology is simple: measure the growth of output; subtract the appropriately weighted growth 
of all observable inputs such as labor, capital, and materials; and the difference, or resid-
ual, is an estimate of unobserved technological change. Economists use this sensible but in-
direct measure because they do not have direct data measures of technological change. 

Thus far, most attempts to construct Solow residuals with conventional data on in-
puts yield a measure that is positively correlated with output, giving rise to the claim that 
technological changes cause business cycles. But Basu argues the Solow residual was only 
intended to estimate the long-run impact of technology on the economy, not the cyclical 
impact. He notes that Solow warned long ago that his measure would be spuriously corre-
lated with output and the business cycle because firms adjust to fluctuations in demand by 
varying the rates at which they utilize capital and labor. 

Basu has developed a new measure of technological change that adjusts for features 
that could lead to an excessively positive correlation between technological change and 
output. Basu's methodology, developed in earlier research with John Fernald and Miles 
Kimball (hencef, 1i the BFK technology measure), adjusts for four factors: (1) variable 
utilization of ea , and labor; (2) variable worker effort; (3) imperfect competition and 
other special ar antages firms may have in production; and (4) different characteristics of 
firms acros; ustries. In other words, it adjusts for many of the demand-side features 
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Solow was concerned about. The BFK methodology requires relatively few controversial 
restrictions or assumptions; indeed, previous measures of technological change are special 
cases of it. 

The salient and distinguishing feature of the new BFK technology measure is that it 
is essentially uncorrelated with output and the business cycle. Unlike the Solow residual, 
which is positively correlated with output and the business cycle, it exhibits no simple sta-
tistical evidence of causing business cycle fluctuations. Moreover, the BFK measure is 
much less variable than the Solow residual. Together, these features reduce, if not elimi-
nate, the likelihood that unexpected technological changes cause business cycles. Basu 
shows that this conclusion holds up in simple statistical models of the production process. 

Another potentially important characteristic exhibited by the BFK technology mea-
sure is that it suggests what all workers fear: that technological improvements reduce em-
ployment. At least initially, the BFK measure is very negatively correlated with factor in-
puts, such as labor and factor utilization. In other words, when firms improve their technical 
efficiency by installing the latest and greatest machines, they are able to produce the same 
output with fewer inputs, so they reduce costs by cutting their work force rather than re-
ducing their prices and producing more. Only much later, as profits rise, do they expand 
their output and hire workers. This interpretation of the data stands in stark contrast to in-
terpretations based on the conventional Solow residual, in which employment and other 
factor inputs rise with technological improvements. 

In the second part of his investigation, Basu uses his technology measure to evaluate 
whether the dynamic properties of two state-of-the-art macroeconomic models match the 
postwar data. One is the real business cycle (RBC) model, which features technological 
change as the main source of business cycle fluctuations. It also assumes complete, com-
petitive markets with fully adjustable prices. The other model is basically similar but in-
troduces slowly adjusting or "sticky" prices. Sticky prices are a common feature of macroe-
conomic models that emphasize fluctuations in aggregate demand as the main source of 
business cycles. 

The result of Basu's evaluation is quite discouraging for state-of-the-art macroeco-
nomic models. He finds that neither the RBC nor the sticky price model generally fits the 
data very well. The RBC model, in particular, does not match the dynamic properties of the 
data, and it cannot reproduce the essentially zero correlation that exists between the BFK 
technological change and output or the negative correlation between factor inputs and out-
put. These models also fail to reflect the generally sluggish response of output changes in 
the economy. Basu reports that the sticky price model is qualitatively better because it ap-
proximately reproduces these two correlations, although it does not do so well. The prog-
nosis for these models becomes even bleaker when he evaluates the models with both tech-
nological change and various specifications of monetary policy. 

Basu concludes that the defining cyclical feature of technological change is a short-
run reduction in inputs and factor utilization, and that business cycle models face the chal-
lenge of reproducing that feature. At present, standard RBC and sticky price models can-
not do the job, and variable factor utilization does not impart enough rigidity to generate 
sufficient sluggishness. He projects that the sticky-price models modified to include other 
sources of rigidities, "show some promise of being able to match the data, but clearly have 
a long way to go." 

Mark Bils questions whether Basu's technology measure adjusts too much for the 
positive correlation between factor utilization and output. He hypothesizes that the propor-
tions of capital and labor used in production are likely to be fixed in the very short run. 
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Thus, when capital utilization rises slightly, labor hours will rise in equal proportion. If so, 
total factor productivity should be positively correlated with output but labor productivity 
should be approximately uncorrelated with output. Bils finds exactly these correlations in 
data on detailed manufacturing industries. Because the BFK methodology infers move-
ments in capital utilization from movements in materials prices, and because materials 
prices are more positively correlated with output than labor costs, Bils believes the BFK 
measure makes capital utilization more positively correlated with output than labor utiliza-
tion is. 

Other aspects of Basu's methodology make Bils skeptical of the results. He doubts 
that labor quality (effort) is positively correlated with output, as in the BFK measure, be-
cause there is evidence that workers hired during expansions are paid less and therefore of 
lower quality. Moreover, he thinks the relationship between effort and hours will vary de-
pending on the stickiness of wages and the type of shock. Bils also argues that factor uti-
lization will vary more if shocks are transitory rather than permanent. Basu's methodology 
relies more on variables associated with transitory shocks, so it may yield estimates of uti-
lization that are too positively correlated with output. 

Finally, Bils assesses the plausibility of price stickiness in two empirical exercises. 
One exercise is based on the theory that if prices are sticky, then firms with significant in-
ventory holdings should be less likely to reduce inputs and output when technology in-
creases, because they can inventory unsold output. He reports evidence that "labor hours 
are much less likely to decline for industries that hold significant inventories," but points 
out that this evidence does not conclusively determine the actual flexibility of prices. So in 
a second exercise he provides more direct evidence from models of relative prices. Prices 
are significantly negatively correlated with current total factor and labor productivity but 
not with past productivity, a relation Bils interprets as evidence that prices are not sticky. 

Thomas Cooley is also cautious about interpreting Basu's results as evidence against 
the idea that technological change is an important source of business cycle fluctuations. 
Like Bils, Cooley has reservations about the methodology underlying the BFK technology 
measure, although he embraces Basu's finding that firms do not enjoy market power from 
technological advantages in production. In particular, he notes that the correlation of the 
BFK technology measure with output is sensitive to the exact form of the econometric 
methodology used to construct the measure and to the identifying assumptions of the mod-
eling framework. 

However, granting the validity of Basu's results, Cooley directs his critique at the 
logic of Basu's inferences about the implications for macroeconomic models. First, he 
questions Basu's conclusion that the results necessarily rule out RBC-type models. Hear-
gues that RBC models no longer rely on artificially sluggish technology shocks to obtain 
sluggish output responses. Sluggishness can arise from factor utilization as well as finan-
cial market imperfections, differences among firms, and other features. As for the RBC 
model's inability to generate a negative correlation between technology and factor inputs, 
he suspects that this result is not robust. 

Cooley also questions whether the evidence should lead one to conclude that prices 
are sticky. Basu provides no direct evidence of sticky prices, and economic theory does not 
make clear predictions about the direction in which capital and labor should respond to 
technology changes. The response will depend, among other things, on the nature of the 
technology change, market structure, and the sensitivity of demand to prices. This point 
calls into question Basu's assertion that he does not need to consider the behavior of prof-
its and product markets. 
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Cooley thinks Basu's results suggest that technological change is embodied in new 
capital investment-a characteristic absent from the BFK methodology. With technology 
embodied in capital, the short-run responses of output and factor inputs to technological 
change are different from those of a standard RBC model and are capable of yielding the 
patterns Basu finds in the data. Moreover, in this case the nature of depreciation matters for 
interpreting the effects of cyclical factor utilization. 

REALLOCATION, RESTRUCTURING, AND BUSINESS CYCLES 

Scott Schuh and Robert Triest investigate the idea that business cycles might be caused by 
the shuffling of jobs as firms restructure the way they do business. New data produced dur-
ing the past decade show that firms are continuously changing. Some expand and create 
jobs while others contract and destroy jobs. The pace of change is rapid; one in 10 jobs is 
newly created and one in 10 jobs newly destroyed in manufacturing each year. The sources 
of these ups and downs of particular firms include product demand and innovation, prices 
and wages, regional economic conditions, technological change, and other factors idiosyn-
cratic to each firm, rather than factors common across all firms. Job creation and destruc-
tion together represent job reallocation, a measure of job turnover or churning in the 
economy. 

Traditionally, macroeconomists looking at the labor market have ignored job reallo-
cation and have focused solely on total employment growth ( or the total unemployment 
rate). However, Schuh and Triest point out that a given rate of employment growth can oc-
cur with either low or high rates of job reallocation. More important, the intensity of job re-
allocation has significant consequences for unemployment, wage growth, and productivity 
growth. 

For example, if changes alter the desired distribution of jobs across firms, industries, 
and regions, job reallocation must intensify to keep productive efficiency high. More in-
tense reallocation usually means higher job destruction that forces many workers into un-
employment. These unemployed workers lose any skills they had that were unique to their 
previous job (such as knowledge of firm operating procedures), have a hard time finding a 
comparable new job, and stay unemployed longer. Eventually they may have to accept a 
job entailing sizable reductions in their wages. Such issues are linked inherently to the de-
termination of aggregate unemployment, wage growth, and productivity. 

Schuh and Triest point out that job reallocation and the pace of restructuring rise 
markedly during recessions. Traditional macroeconomic models cannot explain why be-
cause they do not incorporate the phenomenon of job reallocation. But in light of the po-
tentially negative economic consequences of job reallocation, it is important to know 
whether an identifiable connection exists between reallocation and business cycles, and 
whether the correlation between them is of no consequence and can continue to be ignored. 

Schuh and Triest ask the following fundamental question: Does job reallocation 
cause business cycles, or do business cycles cause job reallocation? Evidence on job real-
location has sparked an interest in building theoretical models capable of explaining the ob-
served patterns in the data, and they classify these theories into two types. One type stresses 
the role of factors that primarily determine the desired allocation of economic resources, 
such as workers, across firms. The other type stresses the role of aggregate factors, such as 
monetary policy, that primarily determine the overall level of economic activity. Both types 
of theories aim to explain why job reallocation rises during recessions. Yet both types of 



18 Fuhrer and Schuh 

theories tend to rely on vaguely defined aggregate and allocative "shocks" rather than ob-
servable variables. 

Schuh and Triest argue that these theories do not and cannot answer their fundamen-
tal question, for two reasons. First, although the two-way classification of factors may be 
conceptually sensible, in practice the definitions of allocative and aggregate factors become 
hopelessly muddled. Second, these theories have little to say about what causes business 
cycles-that is, why they occur-because they focus more on how they occur. 

Schuh and Triest present results from three empirical exercises that extend research 
by Schuh with Steven Davis and John Haltiwanger on job creation, destruction, and real-
location (henceforth referred to as DHS). One exercise analyzes the behavior of job reallo-
cation during the 1990s using newly available data. A second exercise attempts to learn 
what kinds of plants destroy and reallocate jobs and how, in hope of discovering clues about 
the causes of recessions. The third exercise looks for evidence of causal relationships be-
tween job reallocation, the fundamental determinants of reallocation, and the business cy-
cle. Each of these exercises uses data from the U.S. Bureau of the Census on individual 
manufacturing plants (the Longitudinal Research Database (LRD)). 

The new data show that the 1990-91 recession was much less severe in manufactur-
ing than preceding recessions, as evidenced by a relatively modest decline in employment. 
Nevertheless, job destruction and job reallocation both increased in a manner similar to that 
in previous recessions. The ensuing expansion was unusual in that job destruction and re-
allocation remained above average, rather than declining quickly after the recession. In ad-
dition, job creation experienced two large surges that were not preceded by surges in job 
destruction, as creation surges typically are. The authors interpret these surges as evidence 
of favorable allocative shocks, in contrast to the unfavorable allocative shocks of the 1970s 
and 1980s. 

Regarding the nature of job creation and destruction, Schuh and Triest take a deeper 
look at two areas: (l) the magnitude, permanence, concentration, and cyclicality of job 
flows; and (2) the differences in job flows between larger, older, and higher-wage plants 
(henceforth, simply "large") and smaller, younger, lower-wage plants (henceforth, simply 
"small"). Previous DHS research concluded that job flows are large, permanent, and con-
centrated in a minority of plants with large employment changes. Also, large plants account 
for most of the increases in job destruction and reallocation during recessions. Together 
these DHS findings suggest that during recessions only a small fraction of really large 
plants experience really large and permanent rates of job destruction, and thus they imply 
that the cause of job destruction and recessions is related to large plants. 

The Schuh and Triest findings significantly refine this DHS view. They find that 
small plants tend to have much higher rates of job creation and destruction than large plants, 
and that high rates of job creation and destruction-especially plant start-ups and shut-
downs-are much more likely to be permanent. Thus, even though large plants account for 
most of the increase in job destruction during recessions, these large-plant job destruction 
rates are likely to be much smaller in percentage terms and less permanent. In fact, Schuh 
and Triest find that almost one-half of all jobs destroyed by plants experiencing relatively 
mild contractions are ultimately restored within five years. In other words, all plants are ad-
versely affected by recessions but large plants appear to be more resilient than small plants, 
which expand and contract more dramatically and permanently. 

Finally, Schuh and Triest uncover some evidence that suggests allocative factors 
cause business cycles. Their evidence is based on the premise that there are observable de-
terminants of the allocation of jobs across firms, industries, and regions-prices, produc-
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tivity, and investment-and that changes in those determinants cause job reallocation to in-
crease, which in tum causes recessions. One key finding is that when relative prices and 
productivity growth across detailed industries change dramatically, job destruction and job 
reallocation also increase dramatically shortly afterward. Another key finding is that in-
creases in job reallocation generally are not associated with increases in trend productivity 
and investment growth, as some recent theoretical models seem to imply. 

Ricardo Caballero regards some of the Schuh-Triest results as "potentially promis-
ing," but he challenges two fundamental tenets. He questions the central premise that job 
reallocation is countercyclical, and he doubts that reallocation shocks actually cause fluc-
tuations. In addition, he objects to the author's characterization and testing of theories of 
job reallocation. 

Caballero contends that the term 'job reallocation" is a misnomer. He does not dis-
pute the fact that Schuh and Triest's measure of job reallocation is countercyclical. How-
ever, he argues that the main feature of job reallocation over time is a significant fluctua-
tion in total destruction that is unconnected with the process of total job creation. Thus 
while individual jobs are destroyed and created at the plant level, thereby generating 
worker reallocation, it is what he calls a "dynamic fallacy of composition" to infer that a 
link exists between total job destruction and creation that could be characterized as total job 
"reallocation." Put another way, job "reallocation" would be higher if job destruction rose 
now and fell later while job creation stayed constant, but it would not be true in this case 
that job losers were reallocated to new jobs. 

Caballero cites evidence from his own research that the surge in total job destruction 
during recessions is more than offset by a decline in destruction during the subsequent ex-
pansion. He calls this latter effect "chill," where job destruction falls below the rate asso-
ciated with the "normal" underlying level of job turnover in the economy. He argues that it 
is important to understand that this chill can arise from market imperfections and produce 
technological sclerosis as a result of insufficient turnover. This argument contrasts with 
theories earlier this century that suggested that all job turnover is healthy for the economy. 

Caballero believes "it is a large leap to claim that reallocation shocks are a substan-
tial source of business cycles, at least in the United States," although he thinks they might 
be important elsewhere such as Eastern Europe, for example. He argues that plausible sta-
tistical models show that reallocation shocks are "substantially" less important than aggre-
gate shocks, at least for net employment growth. He also demonstrates that such models can 
produce confusion about the relative importance of job reallocation, and asks whether the 
"fragile decomposition" of shocks as aggregate versus allocative is worthwhile, compared 
to focusing on observable shocks such as prices or interest rates. 

In general, Caballero thinks it is a mistake at this point to focus on trying to discover 
whether or not reallocation shocks cause business cycles. Instead, effort should be directed 
toward the less debatable issue of whether "the chum [ongoing processes of creation and 
destruction] has a significant effect on the economy at business cycle frequencies." 

Steven Davis shares the ambition of Schuh and Triest to develop new evidence on the 
connection between job reallocation and the business cycle. Indeed, he devotes a signifi-
cant portion of his comments to explaining why this endeavor is important. But Davis, too, 
challenges the claim that reallocation activity is countercyclical, and he argues further that 
total job reallocation is inappropriate for this analysis. He also suggests a more effective 
methodology for summarizing the relationship between job flows and plant characteristics. 

Davis provides a detailed description of the dynamic nature of job and worker flows 
and then advances several reasons why it is important to study these flows. First, "the ex-
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tent to which the reallocation and matching process operates smoothly determines ... the 
difference between successful and unsuccessful economic performance," with European 
unemployment serving as a prime example. Second, successful conduct of policy requires 
accounting for the reallocation and matching process. Third, recent modeling of realloca-
tion frictions and heterogeneity makes it evident that aggregate shocks have allocative con-
sequences, and shocks to factor demand can drive fluctuations in economic aggregates. 
Fourth, "models with reallocation frictions also help to address some well-recognized 
shortcomings in prevailing theories of the business cycle." 

Davis believes that Schuh and Triest err in treating gross job reallocation "as equiv-
alent to the intensity of reallocation activity." His criticism is that gross job reallocation 
does not account for the fact that movements in job creation and destruction merely may be 
achieving changes in total employment instead of reflecting a fundamental reallocation of 
labor across plants. Davis argues that the amount of job reallocation in excess of the change 
in total employment is a more suitable measure of reallocation intensity. He reports evi-
dence that, unlike total job reallocation, excess job reallocation is uncorrelated with the 
business cycle. 

POLICY IMPLICATIONS 

In the closing session, leading economists from the public and private sectors discussed the 
implications for government policies of the conference's analysis of the causes of reces-
sions. Panelists focused especially on the important role of vulnerability in setting the stage 
for unanticipated or adverse events. Each argued that governments should implement poli-
cies to reduce the economy's vulnerability and exposure to risk, provide more and accurate 
information to private agents about the extent of risk, and-if necessary-aid the recovery 
of economies that plunge into crises. 

Henry Kaufman believes that sweeping structural changes to financial markets in re-
cent years have significantly altered the linkages between financial markets and the real 
economy. Among the developments he identifies are securitization, derivatives, globaliza-
tion, and leveraged investing. Several themes pervade his analysis. First, global financial 
markets are becoming increasingly sophisticated and complete. Second, this maturation 
process increasingly makes financing available to borrowers who would not have been able 
to obtain it previously. Third, and a consequence of the first two points, financial markets 
are becoming increasingly volatile, as risk-taking becomes easier while accurate risk as-
sessment becomes more difficult. Altogether, these changes increase the likelihood that fi-
nancial market turbulence will make economies more vulnerable to shocks and recessions. 

Kaufman believes the changes increase the difficulty and reduce the efficacy of mon-
etary policy. Monetary policy is more difficult because traditional monetary factors-mon-
etary aggregates, debt aggregates, and the like-have become less reliable indicators of the 
stance of monetary policy and the state of money markets. Monetary policy is less effec-
tive because increased availability and easier acquisition of credit mean that short-term in-
terest rates must increase more to achieve the same real response. Furthermore, increased 
volatility in asset prices (wealth) leads to greater volatility in aggregate economic behav-
ior. Thus, he argues, the Federal Reserve should take asset price developments explicitly 
into account in formulating monetary policy. 

Internationally, Kaufman sees a need for increased supervision of financial markets. 
Paradoxically, he notes, when financial markets become deregulated and "freewheeling," 
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the need for more accurate, timely, and complete information increases, particularly about 
the risks in which financial entities are engaging. He decries the poor job of oversight and 
information gathering done by official institutions thus far and proposes several reforms. 
In particular, he recommends a new body he calls a Board of Overseers of Major Institu-
tions and Markets, which would set a code of conduct, supervise risk-taking, and harmo-
nize capital requirements. 

Kaufman also favors reforms to two international economic organizations. First, the 
IMF should be reorganized to specialize in a narrower set of core functions. The new IMF 
would continue to facilitate lending to countries in financial distress and to press for reform 
in government policies in these countries. But it would also be charged with rating the 
credit-worthiness of countries, by assessing economic and financial conditions, reviewing 
extant government policies, and demanding remedial action where needed. Kaufman also 
argues that the G-7 must be restructured to account for the European Monetary Union and 
its euro currency. 

Martin Zimmerman provides perspective from one of the largest and most cyclical 
components of the U.S. economy: the automobile industry. He explains how the auto in-
dustry, specifically Ford Motor Company, views the unfolding of a recession-how con-
sumers postpone their car purchases, how auto makers respond to weakening sales, and 
how interest rate policy is an important determinant of the economic fortunes of the auto 
industry. But ultimately he argues against the central theme of the conference. That is, Zim-
merman believes it is impossible to go "Beyond Shocks." 

The economy is always subject to shocks, according to Zimmerman. For the auto in-
dustry, a shock is anything that causes consumers to suddenly alter their normal plans to 
purchase new cars. Zimmerman tells the story of how the 1990-91 recession unfolded. As 
late as June 1990, economic forecasters were predicting confidently that there would be no 
recession, only a slowdown. But Iraq's invasion of Kuwait and the U.S. military response 
caused a precipitous drop in consumer confidence and sales of cars to consumers. The 
shock of the Kuwait invasion, like all shocks, by definition was not forecastable, says Zim-
merman (an assessment that was not well-received by his employers, he adds wryly). 

Although shocks are pervasive, the central question is whether the shocks will tip the 
economy over into recession. Here, he asserts that not all shocks do, in fact, trigger reces-
sions. The economy must already be vulnerable when the shocks hit. Absent this vulnera-
bility, the economy may be able to withstand shocks. Likewise, absent shocks, vulnerabil-
ity may never result in a recession. 

What is the role of policy in a world of vulnerability and inevitable shocks? Zim-
merman notes that every precipitous drop in auto sales has been associated with an increase 
in interest rates, so he tends to associate monetary tightening with the emergence of eco-
nomic vulnerability (weak growth). But because not every increase in interest rates was fol-
lowed by a recession, he surmises that a shock is required to tum vulnerability into reces-
sion. He asserts that monetary policy cannot prevent shocks because they are inherently 
unpredictable. Instead, policy should minimize vulnerability of the economy. 

Agustin Carstens contributes a view of recessions and policy from the perspective of 
emerging economies such as Mexico. He identifies five characteristics of business cycles 
in emerging economies that distinguish them from business cycles in industrialized 
economies. First, business cycles in emerging countries are closely synchronized with the 
fortunes of industrialized countries: "When the United States gets a cold, Mexico gets 
pneumonia." Second, business cycles are more volatile in emerging economies. Third, 
emerging economies are susceptible to additional sources of volatility, such as terms of 
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trade fluctuations. Fourth, and more recently, increasing globalization of markets has en-
couraged massive capital flows into emerging countries like Mexico. But these capital 
flows are very unstable, so emerging countries can experience sudden and massive capital 
outflows that devastate their economies. Finally, emerging economies have to deal with ex-
change-rate regimes and their failures. 

These characteristics force emerging economies to adopt very different policies to 
deal with business cycles. Industrialized countries, as leaders of the world economic en-
gine, follow policies designed to manage aggregate demand so as to achieve low inflation 
and full employment. Such policies are countercyclical. In contrast, emerging countries fol-
low policies designed to avoid or mitigate economic crises that break out there, often be-
cause industrialized countries are slumping and reducing their demand for emerging coun-
try exports. One essential goal of these policies is to reestablish the credibility of emerging 
economies, especially the credibility of their currencies and financial markets. Often this 
means reestablishing the credibility of governments that have made bad policy decisions. 
These types of policies, then, are usually procyclical. 

Carstens offers four specific policy recommendations for emerging economies to 
help them to reduce vulnerability and follow a more stable path. First, they must reduce 
their vulnerability to changes in the international prices of exports, by adopting more open 
trade and investment regimes. Second, they should allow market determination of interest 
and exchange rates so these rates can accomplish their purpose of absorbing shocks. Third, 
they must ensure the robustness of their financial institutions to macroeconomic fluctua-
tions. Fourth, they should push forward with structural changes in order to achieve central 
bank autonomy, privatization of production, labor market flexibility, and reduced depen-
dence on foreign saving. In each case, more complex policies are required beyond the tra-
ditional demand management schemes followed by industrialized countries, Carstens 
notes. 

Michael Mussa, as a leading official at the International Monetary Fund, offered an 
informed, practical-and oftentimes contrarian-view of the conference papers, the con-
ventional wisdom about the ongoing global economic crises, and recent criticisms of inter-
national policy responses to the crises. 

Mussa infers from Sims's paper that systematic monetary policy does have a signif-
icant, positive effect on the real economy, despite Sims's claim to the contrary. He says 
Sims understates the effect of monetary policy, citing Sims's own results showing that in-
dustrial output would have been nearly one-fifth higher if the Fed had followed modem 
monetary policies during the Great Depression. He also points out that Sims omits the pos-
itive role monetary policy can play in avoiding banking and financial panics by subsidiz-
ing and reforming weak banks, and by reassuring depositors that their accounts were safe. 
Had Sims accounted for this, and for the fact that fiscal policy should have been more ag-
gressive, one-half to three-quarters of the impact of the Great Depression could have been 
avoided. 

Mussa finds the two long historical analyses of business cycles to be inherently valu-
able. He particularly agrees with Temin's premise that recessions "have a multiplicity of 
causes," although he doubts that it is possible-or useful-to try to quantitatively separate 
causes into different categories of influence. Like Romer, Mussa believes that Temin un-
derestimates the contribution of monetary policy to recessions. However, Mussa is cautious 
about the quality of older economic data and what we can reliably infer from them, partic-
ularly data for countries other than the United States. 
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Regarding the paper by Schuh and Triest on labor reallocation and business cycles, 
Mussa is "skeptical that labor reallocation is itself an independent cause of most U.S. busi-
ness cycles." He suggests that the authors focus more on the relationship between labor re-
allocation and the NAIRU (non-accelerating-inflation rate of unemployment). Regarding 
the central issue addressed in Basu's paper, Mussa believes that "the notion that adverse 
downward movements in total technology cause recessions [because workers don't work 
as hard] is just plain silly. This is the theory according to which the 1930s should be known 
not as the Great Depression but as the Great Vacation." 

Mussa then turned to a discussion of current economic developments and the appro-
priateness of policy. On the domestic economy, Mussa likens recent monetary policy per-
formance to the movie, "As Good As It Gets." Aside from some minor quibbles, Mussa 
judges U.S. monetary policy management during the last decade to be "remarkable" by any 
standard. But he notes that it has been "very good management with very good luck." 
Moreover, he warns, to say that monetary policy has been as good as it gets implies that 
monetary policy is better than it is normally expected to be-in other words, it is likely to 
get worse, not better. Ultimately, the monetary authority cannot avoid all recessions; it can 
only be expected to avoid "big" ones. 

On the international situation, Mussa likens catastrophic economic events such as the 
Great Depression and the current worldwide financial crisis to the movie "Titanic." What 
caused the Titanic to sink, he asks? Perhaps an exogenous shock (the iceberg), he quips. 
But it was more than that. Errors in the design and operation of the ship, inadequate prepa-
ration for the sinking, and other factors all contributed. In the same way, the current finan-
cial crisis has many complex causes and contributing factors. 

However, reasons Mussa, the real tragedy of the Titanic was not that it sank and 
1,500 lives were lost, but that 800 of the Titanic passengers were saved that day! Clearly 
this policy mistake discouraged shipbuilders from spending money on improving designs 
and shipping lines from bearing the cost of conducting safe navigation of future cruises 
across the Atlantic. The Titanic rescue demonstrated that entrepreneurs in the shipping in-
dustry didn't need to worry about safety-they knew that the government would be there 
to save them from their imprudence! 

Mussa employs this tongue-in-cheek argumentation to rebut those who argue that 
moral hazard problems should prevent the international community from responding to the 
current financial crisis. Despite moral hazard problems, saving 800 Titantic passengers was 
the right thing to do. And despite clear moral hazard problems, Mussa says the IMF at-
tempts to rescue Korea and other besieged economies is the right thing to do. He argues that 
IMF support is not a gift but a loan, and that the IMF' s earlier financial support of Mexico 
has been validated by Mexico's successful servicing of IMF debt. 

CONCLUSION 

In the end, most participants agreed that the business cycle is not dead but is likely here to 
stay. No one championed the ideas that a "new," recession-proof economy has emerged, 
that unanticipated adverse economic events have stopped buffeting the economy, or that 
government policy has become so adroit that it can offset every dip in the aggregate econ-
omy. If anything, the mere mention of these ideas drew disdainful remarks, and even served 
as "proof' that the ideas were without merit. Indeed, the general premise among partici-
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pants was that the right question was when, not if, the next recession occurs, what will have 
caused it? The consensus answer is it is likely to be not one but many things, with govern-
ment policy and vulnerability playing important-but still not fully understood-roles. 

Most participants also agreed that policymakers in a world continually subject to 
business cycles should adopt certain goals to improve their ability to deal with fluctuations. 
First, policymakers must learn how to recognize and address the economy's vulnerability 
to disruptions and unanticipated events. Second, policy institutions should conduct and 
support research that shows the contribution of deliberate actions of economic agents to 
economic fluctuations. Finally, and most important, policymakers should understand that 
they cannot prevent every recession, but they should concentrate their efforts on averting 
The Big Ones, such as the Great Depression. 
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NOTES 

l. See Bums and Mitchell (1946, p. 3), Lucas (1981, p. 217), and Sargent (1979, p. 215). 
2. This definition was taken from the NBER's web address, http://www.nber.org/cycles.html. 
3. An important exception is Long and Plosser (1983), which does allow for multiple sectors. 

Their model economy is straightforward to analyze because they adopt several key simplifying 
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assumptions. For example, they assume the entire stock of capital in each sector wears out 
within three months. However, these assumptions make the model ill-suited for quantitative, 
empirical analysis. It took many years before economists undertook a systematic empirical 
analysis of versions of the Long and Plosser model without the key simplifying assumptions 
(see Horvath [1998a, b]). 

4. Employment data are taken from DRI Basic Economics database. The hours worked data are 
indexes of aggregate weekly hours of production or nonsupervisory workers on private nona-
gricultural payrolls by industry. The data on numbers of workers are workers on nonagricultural 
payrolls, by industry. All data are monthly and seasonally adjusted and cover 1964:Q 1-95 :Q3. 

5. Other studies of this question include Baxter (1996), Cooper and Haltiwanger ( 1990), Hornstein 
and Praschnik (1997), Huffman and Wynne (1998), and Murphy, Shleifer, and Vishny (1989). 

6. Our statistic is the regression R2 obtained by regressing the business cycle component of that 
series on the business cycle component of total hours worked, at lags 0, 1, and - 1. We allow 
next month's employment and the previous month's employment to enter this relationship be-
cause we do not want our measure of comovement to be low just because a variable may be out 
of phase with total private hours worked by only one month. If we did not include these lags, 
our regression R2 would coincide exactly with the square correlation referred to in the text. We 
construct our statistic as follows. Let Yr denote the business cycle component of a given sector's 
employment. Let Xr denote the corresponding measure of total hours worked. We consider the 
regression of Yr on Xr, Xr- 1, and Xr+ 1, Yr = cioXr + & 1Xr-1 + &2Xr+ 1 + er, where &r represents the 
estimated coefficients. Then, the R2s reported in the table are var (&oXr + &1Xr-1 + 
&2Xr+ 1 )lvar (yr). 

7. Table I shows the volatility in each of these data series. 
8. The correlation between Yr and Y;r is corr (Yr, Y;r) = Cov (Yr, Y;r)l[Var (yr)Var (Y;r)] 112 . 

But, Cov (yr, Y;r) = u2 and Var (yr) = 2u2, Var (y;r) = u2. Substituting these results into the 
formula, we get corr (yr, Y;r) = 1/V2. = 0.71. 

9. Suppose Yr = Y1r + ... + Ynr· The logic of the previous note leads to corr (yr, Y;r) = ll½. With 
n = 33, this is 0.17, after rounding. 

10. The midpoints are -0.35, -0.25, -0.15, ... , 0.85, 0.95. In each case, the interval has length 
0.1 and extends 0.05 above and below the midpoint. 

11. Real business cycle theory has evolved considerably in recent years and now encompasses a 
wide variety of conceptions of the economy. The definition proposed by Prescott (1991, p. 3) 
reflects this: "Real business cycle theory is the application of general equilibrium theory to the 
quantitative analysis of business cycle fluctuations." 

12. This section and the next one draw heavily on work by Christiano and Fisher ( 1998). 
13. Some might want to dismiss the notion of a technology shock that affects all firms simultane-

ously as too preposterous to deserve consideration. Such a person may find it more plausible to 
think of technology shocks as things that are idiosyncratic to individual firms. Most of the ex-
amples of technology shocks given in the text certainly suggest this. This is the line that Lucas 
took when he dismissed the idea that a technology shock might be the aggregate shock needed 
to account for business cycles. He argued that, although technology shocks are no doubt 
important at the firm level, they could not be important for economy-wide aggregate output: He 
expected that firms affected by positive productivity shocks would be balanced by firms expe-
riencing negative shocks. Work of Shleifer (1986) and Dupor (1998) suggests that the Lucas 
reason for dismissing technology shocks as an important impulse to business cycles may be pre-
mature. These researchers emphasize the distinction between the time that a new technological 
idea arrives in the firm, and the time the firm implements it. Consistent with Lucas's intuition, 
the exact timing of arrival of ideas may well be idiosyncratic at the firm level. In this case, the 
economy-wide average rate of arrival of new ideas would be constant: Firms discovering ideas 
for new products or labor-saving ways to produce output would be balanced by firms experi-
encing no progress or even regress. What Shleifer and Dupor emphasize, however, is that it is 
not the arrival of new ideas per se that shifts up production functions. Rather, it is the imple-
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mentation of the new ideas that does this. They point out that there may well be plausible mech-
anisms in an economy which lead firms to implement new, technology-shifting ideas at the 
same time. These mechanisms involve "strategic complementarities," which are discussed 
further below. 

14. See, for example, Benhabib, Rogerson, and Wright (1991). 
15. Formally, this is what we have in mind. A standard real business cycle model, with unit elas-

ticity of substitution in production between capital and labor, implies that the value of the out-
put of the sector producing consumption goods, measured in utility units, is proportional to the 
value of the labor used in that sector, also measured in utility units. The value of the output of 
the consumption sector is the product of the total output of that sector, Y, and the marginal util-
ity of consumption, u,. The value of the labor used in the sector producing consumption goods 
is the product of the labor used in producing consumption goods, Le, and the marginal utility of 
leisure, u1• Thus, 

This is just a rearrangement of the usual static efficiency condition that specifies that the 
marginal product oflabor in producing the output of the consumption sector, o:Y!Ln must equal 
the marginal rate of substitution between consumption and leisure, utfu,. Note that if the term 
on the left of the equality falls ("the value of the output of the sector producing consumption 
goods falls") and u1 rises ("the marginal utility of leisure rises"), then Le must fall. 

16. The inability of the standard real business cycle model to produce comovement is surprisingly 
robust. Standard specifications of that model hold that the marginal rate of substitution between 
consumption and leisure is lj,C/(1 - L, - Ll, where Le is employment in the consumption sec-
tor, L; is employment in the investment good sector, and 1 - L, - L; is leisure. Also, lj, and ~ 
are non-negative constants. In Hansen's (1985) indivisible labor model,~ = 0. In his divisible 
labor model, ~ = 1. The standard model assumes a Cobb-Douglas production function, so that 
the marginal product of labor is proportional to average labor productivity in the consumption 
good producing sector. Equality between the marginal product of labor and the marginal rate of 
substitution between consumption and leisure implies: 

C lj,C 
a L, = (1 - Le - L;)~· 

Cancelling consumption on the two sides and rearranging, we get 

From this it is easy to see that if, for whatever reason, L; or Le moves, then the other variable 
must move in the opposite direction. This demonstration summarizes a discussion in Benhabib, 
Rogerson, and Wright (1991) and in Murphy, Shleifer, and Vishny (1989). The result holds for 
the entire class of utility functions identified by King, Plosser, and Rebelo (1988) as being 
consistent with balanced growth. However, the same cannot be said for the entire class of pro-
duction functions consistent with balanced growth. In particular, the result does not hold for 
production functions in which the elasticity of substitution between capital and labor differs 
from unity. We demonstrate this in technical appendix 2. We also show, however, that for plau-
sibly parameterized versions of the standard real business cycle model, departures from unit 
elasticity of substitution in production do not help the model reproduce comovement. 

17. One paper that is often mentioned in the comovement literature is Huffman and Wynne (1998). 
However, their focus is primarily on comovement in investment and output. They largely ab-
stract from comovement in employment by making assumptions that make labor in the con-
sumption sector essentially constant. They specify that the elasticity of substitution between la-
bor and capital in the consumption sector is nearly unity, and that~ = 0. The argument in note 
16 explains why their model has the implication that L, is essentially constant. 



48 Christiano and Fitzgerald 

18. Suppose Lx is the third use of time. Then the equation in note 16 is modified as follows: 

t (I - L, - L; - Lx)~ = L,. 

Evidently, now it is possible for both Le and L; to be procyclical, as long as Lx is sufficiently 
countercyclical. 

19. Closely related to this is their recommendation that economists work with the following utility 
function in consumption and leisure: u [c - t!Jol 1 +iii/( 1 + t!J)], where t!J, t!Jo > 0 and u is a con-
cave, increasing utility function. The marginal rate of substitution between consumption and 
leisure with this utility function is t!JoL,ili. Substituting this into the employment condition in note 
16 results in 

The argument in that note that Le and L; cannot move in the same direction does not work with 
this utility function. 

20. Baxter's model is a convenient vehicle for illustrating an issue that has to be confronted in 
macroeconomic models generally. The text provides an illustration of Baxter's assumption that 
durable goods and market goods are substitutes. However, it is just as easy to think of examples 
in which they are complements. Consider a car, for example. Ownership of a car makes it more 
attractive to go out on long road trips that require purchasing market goods like hotel and restau-
rant services. This suggests that cars and market goods are complements. A moment's further 
thought about this example suggests that most household durables actually cannot be neatly la-
beled as either complements or substitutes for market consumption. For example, an automo-
bile is also a substitute for market goods because it reduces the need for market services like 
cab, train, and airplane rides. Similarly, consider the biggest household durable of all, the home. 
It substitutes for hotel and restaurant services and complements market goods such as party 
goods, telephone services, and food. Thus, intuition is ultimately not a good guide to assessing 
Baxter's assumption about the substitutability of durables and market goods. Ultimately, this 
must be assessed through careful econometric work to determine whether, on average, market 
goods and durables are more like substitutes or complements. 

21. Consider the limiting case of perfect substitutability, so that consumption is C + D, where C is 
market consumption and D is the service flow from the stock of home durables. With log util-
ity, the marginal utility of market consumption is 1/(C + D).Suppose Dis fixed. Then a given 
jump in C reduces marginal utility by less, the larger is D. 

22. Remarks in note 20 about Baxter's work are obviously relevant here too. Intuition is a very con-
fusing guide, at best, regarding the plausibility of Benhabib, Rogerson, and Wright's assump-
tion that the elasticity of substitution between home-produced and market-produced goods is 
high. The parameter must be estimated econometrically. This was done in Rupert, Rogerson, 
and Wright ( 1995), who report, based on data from the Panel Study on Income Dynamics, that 
the elasticity of substitution indeed is high. 

23. Because the model predicts that consumption rises in a boom, the high degree of substitutabil-
ity between home and market goods causes the marginal value of home goods to drop in a 
boom. This in tum causes a drop in the value of home durables, leading households to reduce 
their purchases of new durables. This implication is strongly counterfactual, however, since 
durables are in fact highly procyclical. Interestingly, Baxter's ( 1996) model seems to avoid this 
tension. In particular, her model generates comovement between employment in the consump-
tion and investment industries and simultaneously implies that durable goods purchases are 
procyclical. 

24. Boldrin, Christiano, and Fisher (1995) adapt the habit persistence specification of preferences 
proposed in Constantinides (1990) and Sundaresan (1989). 

25. See Kocherlakota (1996) for a recent review. Although habit persistence helps to account for 
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the observed average of the premium in equity over risk-free debt, it does not account well for 
the volatility of these variables. For a further discussion, see Boldrin, Christiano, and Fisher 
(1997) and Heaton (1995). 

26. See Constantinides ( 1990) and Sundaresan ( 1989) for more evidence on the plausibility of habit 
persistence preferences. 

27. In the Hornstein and Praschnik (1997) modification, the output of the consumption sector is C 
+ m, where m is intermediate goods sent to the investment good sector. Suppose the marginal 
utility of market consumption is 1/C. Then, the value of the output of the consumption sector is 
( C + m )IC = I + m/C. Note that this jumps with a rise in C as long as m rises by a greater per-
centage than C. With m/C sufficiently procyclical, it is possible for employment in the invest-
ment and consumption good sectors to move up and down together over the cycle. 

28. We are very grateful for instructions and advice from Mike Kouparitsas on how to analyze the 
input-output data. 

29. We do not have an index of hours worked for this sector. Instead, we used LHAG, which is 
Citibase's mnemonic for number of persons employed in the agricultural industry. We obtained 
a measure of comovement for this variable in the same way as for the other variables. 

30. The least squares regression line through the data in figure 6 is Phs = 0.48 + 1.35/ c· Thus, if a 
sector was not connected to the investment sector at all (that is,/ c = 0), employment in that sec-
tor would still exhibit substantial procyclicality (that is, Ph.y = 0.48). 

31. Such an exercise could be pursued by building on the models in Long and Plosser (1983) and 
Horvath (1998a, b).To our knowledge, comovement in the sense studied in this article has not 
been investigated in these models. 

32. A slightly different mechanism, whereby a firm's expectation that other firms will be inactive 
leads all firms to be inactive was analyzed by Shleifer (1986) and Dupor (1998) and summa-
rized in note 13. 

33. For example, Benhabib and Farmer (1994, 1996) incorporate strategic complementarities by 
way of an externality in the production function. Because their production function is of the 
Cobb-Douglas form, the argument in note 16 applies to these models too. In particular, in these 
models, employment in the production of consumption and investment goods must move in op-
posite directions over the business cycle. 

34. The literature on the potential for expectations to be self-fulfilling is large. Influential early pa-
pers include Azariadis (1981), Bryant (1983), Cass and Shell (1983), Cooper and John (1988), 
Diamond (1982), Farmer and Woodford (1984), Shleifer (1986), and Woodford (1986, 1987, 
1988, 1991). More recent contributions include Benhabib and Farmer (1994, 1996), Christiano 
and Harrison (1998), Cooper and Haltiwanger (1990, 1996), Farmer and Guo (1994), Gali 
(1994), and Schmitt-Grohe (1997). 

35. An example of a negative externality is the pollution that is generated as a byproduct of a man-
ufacturing process. 

36. For an analysis of the case where there are information externalities and timing is under the con-
trol of managers, see Chamley and Gale (1994 ). They find, as one might expect, that there is a 
tendency to delay decisions under these circumstances. 

37. We are grateful to Henry Siu for pointing this out to us. 
38. The example is similarly sensitive to the assumption that people view the signals they receive 

as equally reliable to the signals received by others. It is possible that, in practice, the type of 
individual making investment decisions has greater confidence in her ability to interpret signals 
than her counterparts at other firms. This is the implication of empirical evidence that suggests 
that these types of people are overly confident in their own abilities. See Daniel, Hirshleifer, and 
Subrahmanyam ( 1998), and the references therein for further discussion. According to them, (p. 
5-6): "Evidence of overconfidence has been found in several contexts. Examples include psy-
chologists, physicians and nurses, engineers, attorneys, negotiators, entrepreneurs, managers, 
investment bankers, and market professionals such as security analysts and economic forecast-
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ers. Further, some evidence suggests that experts tend to be more overconfident than relatively 
inexperienced individuals." 

39. A small subset of the literature on information externalities includes Banerjee ( 1992), 
Bikhchandani, Hirshleifer, and Welch (1994), Caplin and Leahy (1994), and Chamley and Gale 
(1994). 

40. See Romer (1996) for a review. 
41. Let e( w) be the amount of effort a worker expends per hour, given the hourly wage rate, w. The 

efficiency wage is the value of w that maximizes e(w)/w. One type of e function that guarantees 
that this has a maximum for O < w < oc is one in which e, when expressed as a function of w, 
has an S shape: convex for w near zero and turning concave for larger values of w (see Romer, 
1996). The optimal e(w)/w is the slope of the ray drawn from the origin, tangent to the concave 
part of thee function. At the optimum, the elasticity of effort with respect to the wage is unity, 
that is, e'(w)w/e(w) = 1. Optimality requires that, when evaluated at the efficiency wage, the 
second derivative of e with respect to w, is negative. 

42. The algebra underlying this analysis is simple. Let the production function be f(e (w )L, K, z ), 
where eL is the total amount of effort expended in L hours of work, z is a shock to technology, 
and K is the stock of capital. We assume that the derivative off in its first argument is positive 
and strictly decreasing in eL and increasing in z. Revenues net of labor costs are f(e (w )L, K, 
z ) - w L. The firm maximizes this with respect to w and L. It is convenient, however, to adopt 
a change of variables, X = wl, and let the firm choose X and w instead. Then, the revenue func-
tion is 

e(w) 
f (-----;;- X, K, z) - X. 

Evidently, maximizing this with respect to w is equivalent to maximizing effort per dollar cost, 
e(w )/w with respect tow. For a further discussion of this maximization problem, see the previ-
ous note. Maximization with respect to X implies: 

that is, the marginal product of labor must equal the wage rate. 
43. The marginal product of labor curve in Figure 7 graphs f 1(e (w *)L, K, z )e (w *) as a function 

of L, holding K fixed. Here, w * is the efficiency wage rate. The curve marked marginal 
product of labor' graphs f 1(e(w *)L,K,z)e (w *) for z > z. 

44. These observations motivate why efficiency wage theory is sometimes viewed as a way to fix 
another set of counterfactual implications of the standard real business cycle model: that wages 
tend to fluctuate too much and employment too little over the business cycle. 

45. This argument implicitly assumes that the stock of capital used by a firm, once put in place, can-
not be shifted to another firm. The assumption guarantees that a positive technology shock 
which drives up the marginal productivity of labor curve, must be accompanied by a rise in 
employment if marginal productivity is to remain unchanged. If capital were mobile between 
sectors, this could even be accomplished with afall in labor, as long as capital in that sector fell 
by an even greater percentage. The standard real business cycle model assumes that capital is 
freely mobile between sectors. Thus, the intuition in this article is based on two modifications 
to the real business cycle model: incorporation of efficiency wages and sectoral immobility of 
capital. The second of these is not sufficient to produce business cycle comovement. This is 
because the argument in note 16 holds even if capital is immobile between sectors. 

46. In addition to verifying the logical coherence of efficiency wage theory as an explanation of co-
movement, there are two empirical issues to be investigated. How hard is it to monitor worker 
effort? If it can be monitored easily, then efficiency wage theory is irrelevant. Also, if the 
penalty for being fired for shirking is enormous, workers will behave as if they are being mon-
itored continuously, and once again the theory becomes irrelevant. For a further discussion of 
these issues, see Alexopoulos ( 1998 ). 
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47. We stress that the intuition developed here relies on two assumptions-efficiency wages and 
sectorally immobile capital. 

48. To be precise, suppose e (w, D ) is the effort supplied by workers when the wage rate is wand 
unemployment duration is D. At the efficiency wage, e 11 (w, D) < 0. Also, we assume e 1z(w, 
D) = 0. Totally differentiating the first order condition for the efficiency wage, we 1(w, D )!w 
= 1, with respect to w and D, and imposing the restrictions on e 12 and e 11 yields the result, 
dw ldD < 0. 

49. In the literature, what we have called the worker's effort function, e, is referred to as the "in-
centive compatibility constraint." 

50. Alexopoulos and Gomme have reported to us privately that their models are only partially 
consistent with business cycle comovement. In both cases, employment in the consumption and 
investment sectors is positively correlated, but investment in these two sectors is negatively cor-
related. However, both models assume that capital can be transferred instantaneously across 
sectors in response to a shock. The analysis here suggests that sectoral capital immobility may 
be important for obtaining comovement. 

51. For an introduction to the literature on sticky prices and wages, see Romer (1996). To see why 
countercyclical markups might help, recall the key equation in note 16, used to show why hours 
worked making consumption goods and hours worked making investment goods in a standard 
real business cycle model must move in opposite directions. A version of that model with mar-
ket power, for example, the model ofRotemberg and Woodford (1992), implies that it is the ra-
tio of the marginal product of labor to the markup that must equal the marginal rate of substitu-
tion between consumption and leisure. That is, that equation must be modified as follows: 

a C tJ,C 
-; L, = (1 - L, - L;)~' 

where µ is the markup of price over marginal cost. Cancelling consumption on the two sides 
and rearranging, we get 

Suppose a boom occurs, driving up L;. If µ falls, as in the Rotemberg and Woodford 
model, then it is possible for L, to rise too. (For another model with countercyclical markups 
see Gali [1994]). See Murphy, Shleifer and Vishny (1989) for a conjecture about how limited 
intersectoral labor mobility, together with credit market restrictions, may help account for 
comovement. 
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NOTES 

1. Note that sin(twm) = 0 for all integers t. Since the right column of X is zero in this case, X is 
singular and so cannot be inverted. In practice, the last column of X is replaced by a column of 
ones, to accommodate a non-zero sample mean in x,. Under these conditions, the columns of X 

are orthogonal, so that x- 1 Y is trivial to compute. In particular, for j = 1, ... , T/2 - 1: 

2 T 
aj =TI, cos(w/)x,, 

t=I 

2 T 
bj =TI, sin(w/)x,. 

t=l 

Also, 

T 

aT/2 = [I COS(WT12t)x,yr 
,-1 

T 

bm = [I. x,yT. 
t=I 

2. To gain further intuition into the relationship between equations 2 and 3, it is useful to recall the 
simplest definition of an integral, the Riemann integral. Thus, let f(y) be a function, with domain 
y s=: y s=: y. Let y ,,j = 1, ... , M be a set of numbers that divide the domain into M equally spaced 
parts. Thatis, Y1 = y + t:.M, y 2 = y 1 + t:.M, .. . , y M = y M-t + t:.M, where t:.M = (y - y)IM. Note 
that y M = y. The integral off over its domain is written, -

y 
J f(y)dy. 
~ 

This is approximated by the sum of the areas of the M f (y) by t:.M rectangles: 
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The Riemann interpretation of the integral is that it is the limit of the above sums, as M ~ oo. 
The relationship between the above finite sum and the integral resembles that between equations 
2 and 3 if we adopt y1 = w1 = 2-rrj!T, /:J,.M = 2-rr/T, M = T /2, f(y1) = a(wj) cos(wjl) + b(wj) 

sin(w/ ), a(wj) = a1T /2-rr, b(wj) = b 1T /2-rr. 
3. Actually, the theory as we summarized it here technically does not accommodate nonstationary 

processes like random walks. Christiano and Fitzgerald (1998) discuss standard ways of 
extending the theory to this case. Also, optimizing the mean square error criterion, equation 7, 
requires a constant term in equation 8. See Christiano and Fitzgerald (1998) for more details. 
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NOTES 

1. Equivalently, higher quality goods of all kinds can be produced with the same amount of capi-
tal and labor. As described in more detail below, new models of endogenous growth have re-
duced forms, which have similar implications for growth accounting to those of models written 
in terms of exogenous disembodied technical change. 

2. Examples of textbooks that emphasize the IS-LM model are Abel and Bernanke (1997), Gor-
don (1998), Hall and Taylor (1997), and Mankiw (1997). 

3. For a survey of theories based on animal spirits, see Farmer (1993). 
4. A good summary of this view is Prescott (1986). For a discussion of how this view can be used 

to explain the 1990-91 recession, see Hansen and Prescott (1993). 
5. This section relies heavily on Christiano and Fitzgerald (1998, pp. 58-59). 
6. This is the empirical counterpart to investment as it is usually defined in the real business cycle 

literature. 
7. The aggregation in this table is identical to the aggregation used by the BEA, except for "resi-

dential," which is calculated as the chain-weighted aggregate of "residential structures and 
equipment" and "consumer durable." See Box 1 for the chain-weighting procedure. 

8. For TPI and GDP, y, the nominal shares in the first row are P ;PI q T PIJ(P ;·q n and the real shares 
are q ;Pllq ;: Nominal and real shares for investment good i in the other rows are given by 
P ~ 1(P ;Piq ;PI) and the real shares are q 1q ;PI 

9. In the notation used above, the black lines are (the natural logarithm of) p; for i corresponding 
to the 20 types of investment listed in Table 1 over the period for which data are available. 

10. Many of the trends evident in Figure 2 are not apparent in the NIPA fixed-weighted constant 
1982 dollar and earlier NIPA data. In a very influential book, Gordon (1989) argued that the 
conventional BEA treatment of investment good quality severely underestimated the degree of 
quality change in investment goods. His analysis was the first to show that there is a substantial 
downward trend in the prices of PDE and CD. The BEA now incorporates many of the adjust-
ments for quality change advocated by Gordon ( 1989). 

11. The procedure used to extract the business cycle component of the relative price data involves 
the application of a linear filter. This, combined with the fact that this filter is applied to the 
natural logarithm of the relative prices, implies that the business cycle component of each 
relative price is the business cycle component of the relevant investment deflator minus the 
business cycle component of the consumption deflator. 

12. For a comprehensive review of this literature, see Barro and Sala-i-Martin (1995). 
13. The assumption of constant returns to scale is usually based on a replication argument. A fixed 

quantity of capital and labor applied to produce x amount of some good can always be applied 
again to produce another x of the good. That is, increasing the quantity of factors of production 
by some proportion changes the amount produced by the same proportion. This argument seems 
harder to apply in the case of technology. For example, suppose a group of researchers have 
discovered a new process for making steel. If another group of researchers make the same 
discovery, there is no net improvement in knowledge. In this case, there would be decreasing 
returns. On the other hand, fixed costs or advantages to having many researchers working on 
similar projects may mean that increasing returns to scale are important in the process of 
knowledge creation. 

14. Greenwood et al. (1997) show how the research and development and human capital classes of 
models can be used to account for the evidence, if these activities have a disproportionate 
impact on the production of equipment compared with consumption goods. Two explanations 
they consider differ fundamentally from their basic story. They both involve a two-sector 
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interpretation of the evidence, in which equipment and consumption goods are produced in 
separate sectors (using separate production functions). In one case, the production functions 
have different factor shares, that is, the different goods require capital and labor in different pro-
portions to produce a unit of the good. The authors conclude that the "prospect for explaining 
the relative price decline with a two-sector model based on differences in share parameters 
looks bleak, given the implausibly large differences required in the structure of production 
across sectors (p. 358)." The other explanation involves an externality in the production of 
investment goods. Specifically, the productivity of factors in the investment good sector is 
increasing in the quantity of investment goods along the lines described in Romer (1986). 
Greenwood et al. (1997) show that this explanation can, in principle, account for the trend 
evidence. However, this theory relies on an externality which is difficult to identify empirically. 
Some evidence on increasing returns to scale, which the production externality implies, is 
discussed below. Generally, there is little empirical support for this view. 

15. The shape of the frontier can be justified by standard neoclassical assumptions about how goods 
are produced, in particular that they are produced using constant returns to scale production 
functions in labor and capital and that it is costly to transfer labor and/or capital across sectors 
producing consumption goods and sectors producing investment goods. Note that adjustment 
costs in the installation of investment goods affect the relative price of installed capacity, not 
the relative price of investment goods. 

16. This discussion assumes that the shares of factors in production are identical in producing 
consumption and investment goods and/or that there are costs of adjusting factors of production 
across sectors. It is possible for the price of investment goods to be countercyclical in this type 
of model if the share of labor in production is greater in the consumption sector than in the 
investment goods sector. As long as factors of production are perfectly mobile across sectors 
(that is, there are no costs to shifting factors across sectors), an increase in technology lowers 
the price of investment goods in this case. Factor shares are difficult to measure, so assessing 
the plausibility of this possibility is difficult. However, the Greenwood et al. ( 1997) results for 
long-run trends suggest that the differences in factor shares required to reconcile the empirical 
evidence on prices with this explanation may be implausible. Also, it is implausible to assume 
that there are no costs of shifting factors of production across sectors. 

17. This frontier does not necessarily reflect true technological possibilities, but takes into account 
the restrictions on individual decisionmaking, such as individuals not internalizing a production 
externality, such that the points on the frontier are consistent with optimizing behavior of pro-
ducers. 

18. The methodology is identical to that employed by Eichenbaum and Fisher (1998). This 
methodology uses four variables, in addition to the investment good quantity and price vari-
ables, in a vector autoregression, along with a dummy variable which takes on the value zero at 
all dates except 1950:Q3, 1965:Ql and 1980:Ql, in which cases the variable equals unity. 
These dates correspond to the beginning of three large military buildups. The key identifying 
assumption is that these buildups were exogenous events. For further discussion, see Edelberg, 
Eichenbaum, and Fisher ( 1999). The four variables are the log level of time t real GDP, the net 
three-month Treasury bill rate, the log of the Producer Price Index of crude fuel, and the log 
level of real defense purchases, g,. Six lags were used. The plotted responses in Figure 12 cor-
respond to the average response of the indicated variable across the three military buildup 
episodes, taking into account the endogenous variation in the variable. 

19. See Edelberg, Eichenbaum, and Fisher (1999) for a discussion of how this evidence can be ex-
plained within the context of a standard neoclassical model. 

20. Technically, I estimate a vector autoregression in the deflator for nondurables and services, real 
GDP, an index of changes in sensitive materials prices, the federal funds rate, plus the 
investment price and quantity I am interested in. All variables except the federal funds rate are 
first logged. The impulse response functions in Figure 13 correspond to an orthoganalized 
innovation in the federal funds rate. The orthoganalization procedure assumes the order of the 
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vector autoregression is the same as listed in the text and a triangular decomposition. Ordering 
is not important for the investment responses as long as standard assumptions are made about 
the variables that precede the federal funds rate in the ordering (see Christiano, Eichenbaum, 
and Evans, 1999). Finally, the standard errors are computed using the procedure described by 
Christiano, Eichenbaum, and Evans ( 1999). 
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NOTES 

1. A fuller account of norms, with applications to collective action and bargaining problems, is 
found in Elster (1989). 

2. This was written before the introduction of two-tiered wage systems in several American 
airlines. 

3. I am indebted to Ottar Brox for this example. 
4. The argument in Akerlof (1976, p. 610) seems to rest on the assumption that sanctions can go 

on forever, without losing any of their force. Anyone who violates any rule of caste, including 
anyone who fails to enforce the rules, automatically becomes an outcaste. Abreu ( 1988) offers 
a formal analysis built on a similar assumption. I know too little about the caste system to 
assess the validity of the assumption in this case, but I am confident that it is false in the cases 
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about which I have some knowledge. Sanctions tend to run out of steam at two or three removes 
from the original violation. 

5. See also Ullmann-Margalit (1977), p. 60. 
6. Note that the norm cannot be justified by individual "Tit for Tat" rationality: if I eat someone I 

have no reason to fear that he may eat me on a later occasion. 
7. I am indebted to Amos Tversky for suggesting this to me as an example of social norms. 
8. Turnbull (1972), p. 146. These strategies are universally employed. As I was completing this 

paper, I came across a passage in a crime novel (Engel, 1986, p. 155) making the same point: 
"I decided to make a fast getaway. I had done Pete a favour and it didn't pay to let him thank 
me for doing it. It was more negotiable the other way. I heard him calling after me but I kept 
going." 

9. As participant-observer in a machine shop Roy (1952) found substantial losses due to deliber-
ately suboptimal efforts. 

10. Faia (1986) has a good discussion of the (severely limited) range of cases in which social 
selection arguments make good sense. 
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NOTES 

I. See Arthur M. Okun, "Potential GNP: Its Measurement and Significance," American Statisti-
cal Association, Proceedings of the Business and Economics Section, 1962, pp. 98-103. Gross 
National Product (GNP) was the typical gauge of total output at the time Okun was writing. It 
measures the total output of U.S citizens, independent of the country in which production oc-
curs. Gross Domestic Product (GDP), the measure we use today, represents total output pro-
duced in the United States, independent of what country's citizens own the resources used in 
production. 

2. There is a sense in which the terminology used here is misleading and unfortunate. It is widely 
accepted that in the long run, inflation is a purely monetary phenomenon. In other words, 
inflation that persists when output is at its potential and unemployment is at its natural rate is 
solely attributable to monetary growth in excess of demand. Seen in this context, the trend 
inflation rate is wholly unconnected to the level of resource utilization in labor markets. Nonethe-
less, for purposes of this discussion, we will proceed using the conventional, though imprecise, 
language. 

3. In his original work (footnote 1), Okun offered changes in GDP growth and the unemployment 
rate as empirical proxies for deviations from potential, or "natural," levels. 

4. The actual estimated linear regression equation is 3.17 for the intercept and-1.93 for the slope. 
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5. This follows from a simple algebraic rearrangement of the Okun' s law equation: Letting u be the 
unemployment rate and g be the growth rate of GDP, the equation can be expressed as 

g = 3.2 - 2.:iu 
==> g - 3.2 = 2.:iu 

.:i g - 3.2 
==> u = --2--· 

For g = 4.2, this implies .:iu = 1/2. 
6. This ignores the important possibility that capital services can adjust in the short run via fluctu-

ations in capital's utilization rate. As a measurement issue, failure to control for variable capital 
utilization would lead us to ascribe too large a fraction of total output to factor productivity. 
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NOTES 

1. For other studies of the Depression and many additional references, see Brunner 1981; Temin 
1989, 1993; Eichengreen 1992; Calomiris 1993; Margo 1993; Romer 1993; Bernanke 1995; 
Bordo, Erceg, and Evans 1996; and Crucini and Kahn 1996. 

2. The National Bureau of Economic Research (NBER) defines a cyclical decline, or recession, as 
a period of decline in output across many sectors of the economy which typically lasts at least 
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six months. Since the NBER uses a monthly frequency, we convert to a quarterly frequency for 
our comparison by considering a peak (trough) quarter to be the quarter with the highest 
(lowest) level of output within one quarter of the quarter that contains the month of the NBER 
peak (trough). We define the recovery as the time it takes for output to return to its previous 
peak. 

3. Note that in the closed economy framework of the neoclassical growth model, savings equals 
investment. 

4. We end our analysis in 1939 to avoid the effects of World War II. 
5. We make the trend adjustment by dividing each variable by its long-run trend growth rate rela-

tive to the reference date. For example, we divide GNP in 1930 by 1.019. This number is 1 plus 
the average growth rate of 1.9 percent over the 1947-97 period and over the 1919-29 period. 
For 1931, we divide the variable by 1.0192, and so forth. 

6. To obtain this measure, we divide per capita output in 1939 by per capita output in 1929 (0.89) 
and divide the result by 1.01910• 

7. This point is first stressed in Hall 1978. 
8. Kendrick's (1961) data for output are very similar to those in the NIPA. 
9. Hours will be constant along the steady-state growth path if preferences and technology satisfy 

certain properties. See King, Plosser, and Rebelo 1988. 
10. The average ratio of employment in 1939 to employment in 1929 was one in these countries, 

indicating that employment had recovered. 
11. Cooley 1995 contains detailed discussions of computing the solution to the stochastic growth 

model. 
12. Some researchers argue that there are many other forms of capital, such as organizational 

capital and human capital, and Lliat the compensation of labor also includes the implicit 
compensation of these other types of capital. These researchers argue, therefore, that the true 
capital share is much higher, around two-thirds, and note that with this higher capital share, con-
vergence in the neoclassical model is much slower. To see what a higher capital share would 
imply for the 1934-39 recovery, we conducted our recovery exercise assuming a capital share 
of two-thirds rather than one-third. While slower, the recovery was still much faster than in the 
data. This exercise predicted output at 90 percent of trend by 1936 and at 95 percent of trend by 
1939. 

13. Bernanke and Parkinson (1991) estimate returns to scale for some manufacturing industries 
during the Depression and also find evidence that productivity fell during this period. They 
attribute at least some of the decline to mismeasurement of capital input or increasing returns. 

14. An extreme approach to evaluating the effects of idle capital on total factor productivity 
measurement is to assume that output is produced from a Leontief technology using capital and 
labor. Under this Leontief assumption, the percentage decline in capital services is equal to the 
percentage decline in labor services. Total hours drop 27.4 percent between 1929 and 1933. Un-
der the Leontief assumption, total factor productivity in 1933 is about 7 percent below trend, 
compared to the 14 percent decline under the opposite extreme view that all capital is utilized. 
This adjustment from a 14 percent decline to a 7 percent decline is almost surely too large not 
only because it is based on a Leontieftechnology, but also because it does not take into account 
the possibility that the capital left idle during the decline was of lower quality than the capital 
kept in operation. 

15. One reason that private investment may have fallen in the 1930s is because government 
investment was substituting for private investment; however, this seems unlikely. Government 
investment that might be a close substitute for private investment did not rise in the 1930s: 
government expenditures on durable goods and structures were 3 percent of output in 1929 and 
fluctuated between 3 percent and 4 percent of output during the 1930s. 

16. To understand why a trade disruption would have such a small effect on output in a country with 
a small trade share, consider the following example. Assume that final goods are produced with 
both domestic (Z) and foreign (M) intermediate goods and that the prices of all goods are nor-
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malized to one. Assuming an elasticity of substitution between home and foreign goods of one 
implies that the production for final goods, Y, is Cobb-Douglas, or 

Y=ZC'Ml-a 

where ex is the share parameter for intermediate inputs. This assumption implies that with the 
level of domestic intermediate goods held fixed, 

%dY = (1 - cx)%dM. 

That fact that U.S. imports were 4 percent of total output and U.S. exports 5 percent in 1929 
suggests that the highest the cost share of inputs in production could have been is 0.04/0.95 ~ 
0.04. Hence, an extreme disruption in trade that led to an 80 percent drop in imports would lead 
to only a 3.2 percent drop in output. (See Crucini and Kahn 1996 for more on this issue.) 

17. Note that the monetary base, which is the components of M 1 controlled by the Federal Reserve, 
grew between 1929 and 1933. 

18. In addition to Lucas and Rapping's (1969) findings and Fisher's (1933) debt-deflation view, we 
have other reasons to question the monetary shock view of the Depression. During the mid- and 
late- l 930s, business investment remained more than 50 percent below its 1929 level despite 
short-term real interest rates (commercial paper) near zero and long-term real interest rates (Baa 
corporate bonds) at or below long-run averages. These observations suggest that some other 
factor was impeding the recovery. 

19. Bernanke (1983) acknowledges the possibility of an endogenous response but argues that it was 
probably not important, since problems in financial intermediation tended to precede the de-
cline in overall activity and because some of the bank failures seem to have been due to conta-
gion or events unrelated to the overall downturn. 
Recent work by Calomiris and Mason ( 1997) raises questions about the view that bank runs re-
flected contagion and raises the possibility that productive, as well as unproductive, banks could 
be run. Calomiris and Mason analyze the bank panic in Chicago in June 1932 and find that most 
of the failures were among insolvent, or near-insolvent, banks. 

20. To see how we derive the linear expression for Y, note that if Y = F(y ;, ... , y,,), then 
II 

dY= I F;d,;. 
i=I 

Note also that if goods are produced competitively, then the price of each factor i is given by its 
marginal product F;. Hence, 'Y; = F;y;IY, and the result follows. 
Note that the fact that the cost shares didn't change very much is inconsistent with the notion 
that there was extremely low elasticity of substitution for this input and that the fall in this in-
put was an important cause of the fall in output. For example, a Leontief production function in 
which F(y 1, ••• , y,,) = min;y; implies that the cost share of input y; would go to one if that input 
was the input in short supply. 

21. Cooper and Corbae ( 1997) develop an explicit model of a financial collapse with a high output 
equilibrium associated with high levels of intermediation services and a low output equilibrium 
associated with low levels of intermediation services and a sharp reduction in the size of the 
banking sector. Their model also implies that the ratio of total deposits to output is a measure 
of the available level of intermediation services. 

22. Interest rates on Baa debt, which is considered by investment bankers to have higher default risk 
than these other debts, did begin to rise in late 1937 and 1938. 

23. While Kendrick's (1961) data on aggregate hours are frequently used in macroeconomic 
analyses of the pre-World War II economy, we point out that the Bureau of Labor Statistics 
(BLS) did not estimate broad coverage of hours until the 1940s. Thus, Kendrick's data are most 
likely of lower quality than the more recent BLS data. 

24. Decade-long money illusion is hard to reconcile with maximizing behavior. Regarding nomi-
nal contracts, we are unaware of any evidence that explicit long-term nominal wage contracts 
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were prevalent in the 1930s. This prevalence would seem unlikely, since only about 11 percent 
of the workforce was unionized in the early 1930s. 

25. Alternative views in the literature combine a variety of shocks. Romer (1990, 1992) suggests 
that the 1929 stock market crash increased uncertainty, which led to a sharp decline in 
consumption. She argues that this shock, combined with monetary factors, is a key to 
understanding the 1930s. To assess Romer's view, which is based in part on the large drop in 
stock prices, we need a well-established theory of asset pricing. Existing theories of asset 
pricing, however, do not conform closely to the data. (See Grossman and Shiller 1981 or Mehra 
and Prescott 1985.) Given existing theory, a neoclassical evaluation of Romer's view is diffi-
cult. 
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NOTES 

l. Kessel ( 1965) was the first to note the relation between the yield curve and future real economic 
activity. 

2. Estrella and Hardouvelis (1991), Harvey (1989), and Haubrick and Dombrosky (1996) find the 
yield spread predicts real GDP growth in the United States, while Estrella and Hardouvelis 
(1991) and Estrella and Mishkin (1996) and Dueker (1997) find that the U.S. yield spread fore-
casts the probability of a U.S. recession. Studies which examine the predictive power of the 
yield spread in non-U.S. countries include Caporale (1994), Estrella and Mishkin (1995), Hu 
(1993), and Plosser and Rouwenhorst (1994). 

3. Harvey (1988, 1989) presents a related explanation for the relation between the slope of the 
yield curve and future economic growth. Suppose, as above, bond market participants expect 
real income to rise in the future. The expectation of increased future income will reduce today's 
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demand for long-term bonds which pay off in the future. A decrease in the demand for the long-
term bonds will cause the price of the bonds to fall, or their yield to rise. Thus, the yield curve 
steepens as long-term interest rates rise. If the expectations for economic growth are realized, a 
steepening of the yield curve will be associated with a future increase in real economic activity. 

4. Because of the difficulties in interpreting data on East Germany prior to the unification of East 
and West Germany, the analysis focuses on West German economic growth only. 

5. When possible, the interest rate data used averages of daily data over the quarter or month, 
depending upon whether quarterly or monthly forecasts are evaluated. Averaged data are used 
because it is more likely that measures of real economic activity are related to average yield 
spreads, rather than to a single end-of-month value. 

6. In particular, Caporale ( 1994) examines the in-sample and out-of-sample forecast power of the 
yield spread in 13 countries, but restricts her forecast horizon to one year and her measure of 
real economic activity to real GDP. Estrella and Mishkin (1995) examine the predictive power 
of the yield spread in five countries, France, Germany, Italy, the United Kingdom, and the 
United States, over the 1973 to early 1995 period, and also examine the sensitivity of the em-
pirical results to real GDP, industrial production, and unemployment measures of real activity, 
as well as to forecast horizons up to five years. They do not, however, examine the out-of-sam-
ple forecast power of the yield spread. Hu (1993) examines the in-sample and out-of-sample 
forecast power of the yield spread from the earliest data point possible to 1991 for the G-7 coun-
tries, but restricts his forecast horizon to one year. Finally, Plosser and Rouwenhorst ( 1994) 
examine in-sample yield spread forecasts for three countries, Germany, the United Kingdom, 
and the United States, between 1973 and 1988. They consider both real GDP and industrial pro-
duction measures of real economic activity and forecast horizons of up to five years, but they 
restrict their forecasts to in-sample forecasts. 

7. When the percent change in real GDP is the dependent variable, the long-term and short-term 
interest rates used to calculate the spread are the quarterly averages of monthly rates in that 
quarter. When industrial production or the unemployment rate is the dependent variable, the 
spread is calculated from daily averages of the long-term and short-term interest rates over the 
month. 

8. Estimating this forecasting equation fork = 1, 2, or 3 years with quarterly or monthly data 
causes the error term to be serially correlated. Consequently, the standard errors from the esti-
mation are corrected following Hansen (1982) and Newey and West (1987). 

9. Due to data availability, the sample period for the Netherlands is 1977:1 to 1996:4. 
10. The R-squares plotted are actually the R-bar squares from the regression, the R-square values 

adjusted for the degrees of freedom. 
11. Prior to 1980, Japanese financial markets were heavily regulated and may not have reflected 

market expectations. 
12. These average growth rates imply real GDP growth in year 2 will be 2.4 percent (2.7 X 2 -

3.0), while real GDP growth in year 3 will be 1.8 percent (2.4 X 3 - 3.0 - 2.4). 
13. The results for the two-year and three-year forecasts are very similar. 
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NOTES 

1. A.W. Phillips first noted such a relationship in 1958. His original study examined a temporary 
trade-off between changes in nominal wages and the unemployment rate in the United King-
dom over a period from 1861 to 1957. 

2. The literature presents several versions of the birariate relationship between unemployment and 
inflation. For critical discussions consult, for example, Chang (1997), Espinosa and Russell 
(1997), and Staiger, Stock, and Watson (1997). 

3. See, for example, Diebold (1998a) and Sims and Zha (1996) for detailed discussions. 
4. The mathematical structure is similar to Sims and Zha (1998). See Box I for details. 
5. Blue Chip Forecasts is a monthly publication based on a survey of a number of forecasters from 

different industries. The Blue Chip forecasts displayed in this article are the consensus 
forecasts. 

6. Technically, these two sets of forecasts may not be statistically different when error bands are 
considered. Small samples such as the data after 1982 tend to give unreliable results due to 
erratic sampling errors, as found in, say, Cecchetti (1995). The fact that the model with only the 
post-1982 data delivers reasonable results may be due to recent developments in Bayesian 
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methods that deal with problems associated with low degrees of freedom (see Sims and Zha 
1998 and also Box I). This feature is still largely unexplored and deserves further research. 

7. These sources can be various commercial firms, particular economic theories, institutional 
knowledge, or even ad hoe views. 

8. All forecasts are made at the beginning of 1995. Although this article concentrates on inflation 
for simplicity of the analysis, forecasts of other macroeconomic variables such as output and 
unemployment are equally important for monetary policy. In particular: a number of 
economists believe that there is a short-term trade-off between inflation and output, especially 
when unexpected large shocks hit the economy (King 1997). 

9. Similar to error bands of individual forecasts, error regions of joint forecasts can be constructed 
for any desired probability. Again, the discussion here focuses on two-thirds probability. 

10. The forecasts displayed in Chart 10 are the 1998 averages of published figures in the Wall Street 
Journal. 
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NOTES 

1. Under the Gold Reserve Act of 1934, the U.S. Treasury, through its Exchange Stabilization Fund 
(ESF), maintains primary responsibility for the nation's interventions. The Federal Reserve in-
tervenes both as the ESF's agent and on its own behalf, typically splitting any transactions 
equally between the two accounts. 

2. Almekinders (1995), Dominguez and Frankel (1993), and Edison (1993) provide useful surveys 
of exchange-market intervention. 

3. This statement is based on a survey of "Treasury and Federal Reserve Foreign Exchange 
Operations." which appeared quarterly in the Federal Reserve Bulletin between October 1990 
and June 1997. 

4. The tests utilize only official U.S. intervention data because foreign data are unavailable. 
5. I base this statement on official published summaries of "Treasury and Federal Reserve Foreign 

Exchange Operations" and news accounts of currency markets. Official data used in this paper 
terminate in December 1995. 

6. The "Foreign Exchange" column of the Wall Street Journal made no mention of these interven-
tions on the days they took place. 

7. The author thanks an anonymous referee for comments about the random-walk hypothesis. 
8. Merton (1981; proposition III. p. 384) shows this to be a necessary and sufficient condition for 

the forecast to have no value. 
9. Ironically, an intervention that is consistently wrong also conveys useful information to the mar-

ket. The market can profit by belting against the intervention: Buy when the Federal Reserve sells 
foreign exchange. 
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NOTES 

1. Under the Gold Reserve Act of 1934, the U.S. Treasury, through its Exchange Stabilization Fund 
(ESF), maintains primary responsibility for the nation's interventions. The Federal Reserve in-
tervenes both as the ESF's agent and on its own behalf, typically splitting any transactions 
equally between the two accounts. 

2. Almekinders (1995). Dominguez and Frankel (1993) and Edison (1993) provide useful surveys 
of exchange-market intervention. 
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NOTES 

1. For more on the Phillips curve, see the article by Robert King and Mark Watson. The 1999 
article by Thomas Sargent contains a discussion of the breakdown of the Phillips curve in the 
context of monetary policy. 

2. Currency and demand deposits, a significant portion of the money stock, pay no interest, but 
nonmonetary assets, such as Treasury bills and bonds, do. The higher interest rates are, the more 
interest income people forgo by holding currency and demand deposits, so they hold less 
money. If interest rates decline, people will hold more money. 

3. The story is more complicated than we have made it seem. When the Fed increases the money 
supply, it does so by purchasing bonds in an open-market operation, which increases bank 
reserves. Banks then increase lending, which results in more money circulating in the economy. 
In addition, changes in the money supply are associated with changes in real activity, such as 
employment and output, at least in the short run. 

4. The monetary base consists of the currency component of the money supply plus bank reserves. 
5. There is an extensive literature on the instability of money demand. See the review article by 

Stephen Goldfeld and Daniel Sichel. 
6. Michael Woodford's article has references to proposals that monetary policy be guided by com-

modity prices. 
7. Some advocates for using commodity prices to gauge inflationary pressures came from within 

the Federal Reserve System. See the speeches by Federal Reserve Board governors Wayne 
Angell, Robert Heller, and Manuel Johnson. In general, the empirical evidence suggests that 
commodity prices are not very good predictors of inflation. See the article by Michael Wood-
ford for a brief review of the literature and references. 

8. Robert E. Lucas's 1977 article contains a nontechnical discussion of many of these points. 
9. Much work has been done over the last 20 years on building better foundational models for 

policy analysis, for example, the paper by Eric Leeper and Christopher Sims, and the book 
edited by Thomas Cooley. These sources offer examples of what economists call stochastic, dy-
namic, general equilibrium models. One key difference between these newer models and older, 
large-scale statistical models is that the newer models have restrictions across equations that 
account for how people respond to perceived changes in monetary and fiscal policies. In addi-
tion, the new models are based explicitly on the utility and profit-maximizing behavior of 
households and firms. 

10. We have in mind Taylor's rule and McCallum's rule. See the article by John Taylor and the one 
by Bennett McCallum for details. 
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FOOTNOTES 

1. See Douglas Staiger, James Stock, and Mark Watson, "How Precise Are Estimates of the Natu-
ral Rate of Unemployment?" National Bureau of Economic Research, Working Paper No. 5477, 
March 1996. The author estimates NAIRU' s current value at 6.1 percent. They also acknowledge 
that due to the difficulty of obtaining precise measurements, the actual figure may lie anywhere 
between 4.6 and 6.9 percent. NAIRU is also known as the natural rate of unemployment. 

2. The Phillips curve postulates a trade-off between unemployment and inflation: Lower rates of 
unemployment are possible only with higher rates of inflation. 

3. The output gap refers to the difference between actual and potential output. The Keynesian ap-
proach contends that a negative gap (where actual output exceeds potential output) would have 
inflationary consequences. 

4. In technical language, the long-run Phillips curve is vertical at NAIRU. 
5. Remember that under this framework, any inflation rate is sustainable in equilibrium as long as 

the public expects that rate to continue indefinitely. 
6. For a very readable and useful survey of current practices among these countries, see Andrew G. 

Haldane, ed., Targeting Inflation, London: Bank of England, 1995. 
7. For a more detailed discussion of the upward biases that may occur in measuring price changes 

(especially in the CPI), see Michael F. Bryan and Jagadeesh Gokhale, "The Consumer Price In-
dex and National Saving," Federal Reserve Bank of Cleveland, Economic Commentary, October 
15, 1995. 
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FOOTNOTE 

1. John le Carre. The Secret Pilgrim. New York: Knopf, 1991, p. 321. 
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NOTES 

1. The original manuscript of the essay is not known to be extract. In the Tracy W. McGregor Li-
brary, University of Virginia, is a transcript of about the first one-third of the article, which John 
C. Payne probably copied from the newspaper version of it. 

2. Pledging on September l, 1779, not to increase its $160 million of outstanding bills of credit by 
more than 25 percent, and that only in case of a dire emergency, the Continental Congress had 
John Jay draft a "Circular Address" to the states (adopted September 13) exhorting them to sup-
ply enough soldiers, money, and materiel to restore public credit and advance the common cause. 
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And yet, by March 18, 1780, the gloomy situation obliged Congress to authorize the states to is-
sue new bills of credit and declare that the old continental issues would be redeemed at only one-
fortieth of their face value (Journals of the Continental Congress, XV, 1052-62: XVL 262-67). 
Although in the prefatory note Madison declared that he wrote his essay during the six months 
intervening between these two actions by Congress, he probably could have narrowed the time 
to the period from late in December 1779 to early in March of the next year. In his brief third-
person autobiography, written long afterward. Madison mentioned his election to Congress on 
December 14, 1779, and then added that "To prepare himself for this service, he employed an un-
avoidable detention from it in making himself acquainted with the state of Continental affairs and 
particularly that of the finances which, owing to the depreciation of the paper currency, was truly 
deplorable. The view he was led to take of the evil, and its causes, was put on paper, now to be 
found in several periodical publications, particularly Freneau's National Gazette." By "unavoid-
able detention" he most likely referred to his necessary preparations at Montpelier for his resi-
dence in Philadelphia and the heavy snow which delayed his departure for that city until March 
6, 1780, or for some days after he had planned to begin the trip. The essay was printed as the 
fourth in Madison's series of seventeen politically tinged articles appearing in Freneau's news-
paper late in President Washington's first term. Even though Madison may have revised his orig-
inal manuscript before releasing it for publication, it deals with a problem which was much less 
acuse by 1791 than when he wrote the essay nearly twelve years earlier. 

3. Madison accurately reflects the thought, but does not always quote the exact words of David 
Hume in his Political Discourses (Edinburgh, 1752), pp. 82-83. 

4. The portion of the essay in the issue of the National Gazette for December 19, 1791, ends here. 
The remainder is in the issue of December 22, 1791. 

t As the depreciation of our money has been ascribed to a wrong cause, so, it may be remarked, 
have effects been ascribed to the depreciation, which result from other causes. Money is the in-
strument by which men's wants are supplied, and many who possess it will part with it for that 
purpose, who would not gratify themselves at the expence of their visible property. Many also 
may acquire it, who have no visible property. By increasing the quantity of money therefore, you 
both increase the means of spending, and stimulate the desire to spend; and if the objects desired 
do not increase in proportion, their price must rise from the influence of the greater demand for 
them. Should the objects in demand happen, at the same juncture, as in the United States, to be-
come scarcer, their prices must rise in a double proportion. 

It is by this influence of an augmentation of money on demand, that we ought to account 
for that proportional level of money, in all countries, which Mr. Hume attributes to its direct in-
fluence on prices. When an augmentation of the national coin takes place, it may be supposed ei-
ther, 1. not to augment demand at all; or, 2. to augment it so gradually that a proportional increase 
of industry will supply the objects of it; or, 3. to augment it so rapidly that the domestic market 
may prove inadequate, whilst the taste for distinction natural to wealth, inspires, at the same time, 
a preference for foreign luxuries. The first case can seldom happen. Were it to happen, no change 
in prices, nor any efflux of money, would ensue: unless indeed, it should be employed or loaned 
abroad. The superfluous portion would be either hoarded or turned into plate. The second case can 
occur only where the augmentation of money advances with a very slow and equable pace: and 
would be attended neither with a rise of prices, nor with a superfluity of money. The third is the 
only case, in which the plenty of money would occasion it to overflow into other countries. The 
insufficiency of the home market to satisfy the demand would be supplied from such countries as 
might afford the articles in demand: and the money would thus be drained off, till that and the de-
mand excited by it, should fall to a proper level, and a balance be thereby restored between ex-
ports and imports. The principle on which Mr. Hume's theory, and that of Montesquieu's before 
him, is founded, is manifestly erroneous. He considers the money in every country as the repre-
sentative of the whole circulating property and industry in the country; and thence concludes, that 
every variation in its quantity must increase or lessen the portion which represents the same por-
tion of property and labor. The error lies in supposing, that because money serves to measure the 
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value of all things, it represents and is equal in value to all things. The circulating property in ev-
ery country, according to its market rate far exceeds the amount of its money. At Athens oxen, at 
Rome sheep, were once used as a measure of the value of other things. It will hardly be supposed, 
they were therefore equal in value to all other things. 

5. Madison's entire footnote is in italics in the National Gazette. In the last paragraph of the foot-
note, he refers to Book XXII of Montesquieu's De !'esprit des lois, first published in Geneva in 
17 48 and soon thereafter translated into English. Madison' s daring in challenging the correctness 
of this redoubtable authority is noted by Paul Merrill Spurlin in his Montesquieu in America, 
1760-1801 (Baton Rogue, La. 1940) pp. 175-76. 

6. See note 2. 
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SUGGESTED READING 

For an overview of the Federal Reserve System and its functions, see: 
The Federal Reserve System: Purposes and Functions, 8th ed. Washington, DC: Board of Governors, 

Federal Reserve System, December 1994. 
The Federal Reserve System in Brief Federal Reserve Bank of San Francisco. 
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NOTES 

1. The FOMC is the policy-making arm of the Federal Reserve System. It is composed of the 
seven members of the Board of Governors and five of the twelve district bank presidents, four 
of whom vote on a rotating basis, and the New York Federal Reserve Bank president, who is a 
permanent voting member. For a recent use of the FOMC transcripts as the basis for analyzing 
Fed actions, see Edison and Marquez (l 998). 

2. Meigs ( 1976) chronicles the contributions of D. C. Johns, the president of the Federal Reserve 
Bank of St. Louis, and Homer Jones, the director of research at St. Louis. Meigs also provides 
a brief discussion of Bryan's role in the developing debates that would later be centered on the 
Federal Reserve Bank of St. Louis. 
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3. The term cones comes from their construction. For example, supposing that the base period is 
the average value for the level of an aggregate in the fourth quarter of a year and assuming that 
this value is $ 100, if a 5 percent growth path is the policy objective for the year, then the aver-
age value for money in the fourth quarter of the following year would be $105. Allowing for a 
growth path somewhat higher (for instance, 7 percent) and lower (for instance, 3 percent) would 
give quarter-average values of $107 and $103, respectively. As shown below, connecting the 
base period value with the upper and lower ranges creates a cone of possible values. 

4. Monetary policy is conducted through the Federal Reserve Bank of New York primarily by 
buying and selling government securities in the open market. This activity takes place through 
the Open Market Trading Desk, supervised by the manager of the desk. 

5. Atkinson (1969) shows that the FOMC often switched between free reserves and looking to 
tone and feel during the 1950s and 1960s. Even though the FOMC officially used free reserves 
as the operating guide, Atkinson's evidence indicates that doing so did not reduce the variance 
of interest rates or lead to better control over reserves than proposals that used tone and feel as 
guidelines. For an early analysis of the problems associated with the use of free reserves, see 
Brunner and Meltzer (1964). 

6. Although quotation marks appear, the minutes represent the FOMC Secretary's summary of the 
discussion and are not necessarily verbatim. Even so, FOMC members had the opportunity to 
correct the minutes before they entered the permanent record. 

7. This notion of flexibility can be found throughout FOMC discussions. For example, compare 
Roosa's and Martin's comments to those of Chairman Paul Volcker at the December 20-21, 
1982, meeting of the FOMC: "I think we're left with what could be termed an eclectic, prag-
matic approach. It's going to involve some judgment as to which one of these [aggregate] mea-
sures we emphasize, or we may shift from time to time .... [W]e're going to have to make some 
judgments as to which one is more significant at any particular point in time against what nom-
inal GNP is or what the goal is or what the real economy is doing and what prices are doing and 
all the rest. ... [T]hat's the way the Federal Reserve used to operate, less elaborately, for years 
when policy by present standards looked pretty good" (FOMC 1982, 41 ). 

8. The source of the quote is Hayes' s testimony before the Joint Economic Committee in 1961. 
9. It is likely that Bryan meant "Some Theoretical and Empirical Aspects of the Demand for 

Money" since there is no reference in the NBER list of publications to the former piece. 
10. Thanks to Milton Friedman for making this correspondence available. Bryan's views on mon-

etary policy and the effects of money probably reflect the fact that he received postgraduate 
training at the University of Chicago (see Box I). This is the school often associated with 
Friedman and so-called monetarist economics. To get .a feel for the opinion that many 
economists held of such views, the remarks of Richard Davis, an economist at the Federal Re-
serve Bank of New York in 1969, can be considered: "[T]he view that 'only money matters' or, 
perhaps more accurately, that 'mainly money matters' was the province of an obscure sect with 
headquarters in Chicago. For the most part, economists regarded this group-when they re-
garded it at all-as a mildly amusing, not quite respectable collection of eccentrics" (1969, 
119). 

11. In personal discussions, Jim Meigs relates that Bryan and Johns often met outside the FOMC 
meetings to discuss policy developments. Bryan, the professional economist, is likely to have 
influenced Johns, a lawyer by training, in matters of monetary policy. 

12. The total-effective-reserves measure developed at Atlanta is similar to the St. Louis adjusted 
monetary base series less currency. Total effective reserves are measured by first calculating the 
average value for the ratio of required reserves to average deposits beginning in May 1958 
through December 1959. May 1958 is used since it is the last time reserve requirements were 
changed. This ratio is 0.1152. For the period prior to May 1958, this ratio is divided by the 
monthly ratio of required reserves to deposits and the value of this term multiplied by actual re-
serves-in other words, [0.1152/(R,/D)] X R. From May 1958 onward, actual member bank re-
serves are used. Both reserve measures are then seasonally adjusted. This computation is out-
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lined in the appendix to the January 26, 1960, FOMC meeting. This measure can be replicated 
using the data in Appendix D of Meigs (1962). For example, this author's trend estimate is that 
reserves increase, on average, $42.7 million per month compared with Bryan's reported esti-
mate of $43 million per month. 

13. Meigs (1976, 445) suggests that Bryan introduced the use of total effective reserves at the 
November 24 meeting of the FOMC. It was at the November 24 meeting that Bryan introduced 
the charts upon which his policy discussions actually had been based since August. 

14. The following draws on Hetzel (1996). See also the related discussions in Meltzer (1991), 
Schwartz ( 1997), and Wheelock ( 1997). 

15. The published record does not indicate whether Bryan preferred one base period over another. 
The fact that Bryan shows little affinity for selecting one base from which to measure changes 
in reserves causes base drift. For a discussion of this issue and how it influenced monetary pol-
icy in the 1970s, see Broaddus and Goodfriend (1984). 

16. The notion that any attempt to make up the shortfall in one action could disrupt the market in 
undesirable ways was used during the 1979-82 period of monetary aggregate targeting. During 
that period, intermeeting deviations of the aggregates from targets were reduced gradually in or-
der to prevent undue gyrations in interest rates. For an appraisal of policy actions during the 
1979-82 period, see, among others, Hetzel (1982) and Poole (1982). 

17. The FOMC turned its attention increasingly toward the external balance-of-payments problem 
as the 1960s unfolded. Bryan believed that monetary policy was not responsible for the prob-
lem and could do little to correct it. As he stated at the October 24, 1961, meeting, "for the Sys-
tem to try to correct the balance of payments situation by monetary manipulation [ of the Trea-
sury bill rate] struck him as not only absurd but dangerous" (FOMC 1961, 892). For a 
discussion of how these external events influenced monetary policy during the early l 960~, see, 
among others, Hetzel (1996), Meltzer (1991), and Schwartz (1997). 

18. Bryan's distrust of free reserves deepened over time. By April 1963, for instance, he recognized 
that the "maintenance of a constant level of free reserves would permit indefinite expansion of 
the money supply and the financing of inflation" (FOMC 1963, 343). In September 1963 Bryan 
observed that the "free reserve figure might be a rather dangerous one to use for target purposes, 
since maintaining free reserves at any selected level would mean supplying all of the reserves 
demanded" (839). By January 7, 1964, he admonished the committee that policy "had been in-
jecting reserves into the banking system at a rate ... greater than sustainable in the long run 
without inflation" (FOMC 1964, 46). The inflationary record of the late 1960s proved his warn-
ing to be all too correct. 

19. For a related discussion ofthis issue, see Wheelock (1998). 
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NOTES 

1. See Cox ( 1992) for an excellent discussion of the practical relationship between the Federal Re-
serve and the U.S. Treasury. For an interesting description of seigniorage in medieval times, see 
Rolnick, Velde, and Weber (1994). 

2. For reference, the United States raises, on average, about 2 percent of federal government ex-
penditures through money creation. 

3. After all the accounting is consolidated for the government and the central bank, the net change 
in the government's income state is that money creation amounts to a revenue source to cover 
various expenses. 

4. Bryant and Wallace (1984) offer an explanation for the coexistence of government bonds and 
money. They argue that the two types of government paper effectively price discriminate be-
tween "rich" and "poor" households. 

As far as my assumption about one-period bonds is concerned, I could examine a more 
complicated maturity structure for government debt. Such generality would not alter the con-
clusions that I reach about seigniorage revenue, but it would mean that I would have to keep 
tabs on the entire distribution of government bonds and when each one matures. 

5. The reduction in reported income can come either from effective avoidance or from people 
working less or acquiring less capital. Of course, the discussion describes what happens to the 
steady-state level of income. 

6. There is no explicit interest on money. Consequently, its one-period rate ofreturn is calculated 
as the ratio of the date t price (the potential selling price) to the date t-1 price (the purchase 
price). Formally, this is the ratio of vrlv,- 1• With v, = lip,, then simple substitution yields the 
expression for the gross real return on money. 

7. Here, the reserve requirement pins down the fraction of a person's portfolio held in the form of 
money balances. This approach is qualitatively the same as one in which the reserve require-
ment pins down the bank's portfolio. 

8. The data set is available from the author upon request. 
9. Fischer is primarily interested in describing why countries maintain national currencies. Com-

puting the seigniorage-to-GNP ratio demonstrates how important seigniorage is. The ratio rep-
resents the command over resources that a government obtains by creating money. 

10. The income tax analog is the average marginal tax rate. See, for example, Seater (1985). 
11. Historically, the U.S. reserve requirement structure was more convoluted. In the past, for ex-

ample, it mattered whether the commercial bank was located in a Reserve Bank city or out-
side. 

12. Interestingly, Fischer (1982) presents evidence that several governments have made substantial 
use of seigniorage. In Fischer' s sample, which generally covers the period between 1960 and 
1978, Argentina collected, on average, 6.2 percent of GNP through money creation. 

13. This result does not bear directly on the relative importance of seigniorage revenue. Rather, it 
bears on the issue of variability within a country across time. In short, the reader gains a sense 
of how the countries in the sample rely on seigniorage over time. 

14. The effect of a change in the reserve ratio, holding money growth constant, is given by the fol-
lowing derivative: oz/o(RID) = W/(1 + RID)2, where W = g/(1 + g).With W > 0, the ex-
pression says z is increasing the reserve ratio. In addition, o2z/o(RID)2 = (-2· W)/(1 + R/D)3, 

which is negative for W > 0. 
15. To see this relationship, suppose the estimated regression is given by 

SIY =co+ az + l3z2• 
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For a country with a I-percentage-point higher average z, an estimate of the change in S/Y is a 
+ 2i3z. Thus, a I-percentage-point change in z depends on the value of z. 

16. In all regressions, the Newey-West procedure is applied to correct any potential bias in stan-
dard errors. In this particular application, heteroskedasticity is the chief worry. 

17. Per capita real GDP comes from the Summers-Heston Penn World Tables. In addition, regres-
sions are run using per capital real GDP for 1980 and 1994 as alternative measures of financial 
sophistication in case the 1965 GDP value suffers from some time-specific factors. The regres-
sions are qualitatively the same as those reported in Table 2. 

18. Three OECD countries in this sample-France, the Netherlands, and Norway-have z values 
less than 0.0023. Using the method outlined in Fomby, Hill, and Johnson (1984, 58), one can 
compute the standard errors for the value of z at which seigniorage reliance is minimized. With 
90 percent confidence, the seigniorage-reliance minimizing value of z is between 0.0022 and 
0.0024. 
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NOTES 

I. Technically, the United States was on a bimetallic (gold and silver) standard until 1900. Though 
it is true that the money supply was limited by the size of the Treasury's gold and silver hold-
ings, there was considerable short-run variability in the money multiplier. See Cagan (1965) 
and Freidman and Schwartz (1963). 

2. Major banking panics occurred in 1873, 1884, 1890, 1893, and 1907. 
3. This latter understanding was viewed as part of the Fed' s mission, although it is only implicitly, 

not explicitly, stated in the Federal Reserve Act of 1913 itself. 
4. See Goodfriend (1988). 
5. See Hawtrey (1938). 
6. According to Friedman and Schwartz (1963) U.S. real net national product fell by more than 

one-third from 1929 to 1933, implicit prices of goods and services fell by mon: than one-quar-
ter, and wholesale prices by more than one-third. More than one-fifth of the commercial banks 
in the United States holding nearly one-tenth of the deposits closed because of financial diffi-
culties. As a result of the sharp contraction in economic activity, the unemployment rate peaked 
at over 20 percent in 1932-33, and remained above 10 percent for the remainder of the decade. 

7. The Fed had already recognized inflation as a problem on three occasions prior to the mid-
1960s: in the aftermath of World War II, during the Korean War and the period of the 1951 Fed-
Treasury Accord, and again in the mid-1950s. See footnote 12. 

8. Under the leadership of Benjamin Strong, Governor of the Federal Reserve Bank of New York, 
the Fed made price stability a priority briefly in the 1920s. See Hetzel ( 1985). 

9. See, for example, Bronfenbrenner and Holzman (1963) and Friedman (1987). 
10. Estimates in Lucas (1994) imply that the economization of money balances that occurred at a 

rate of inflation of 5 percent per year (associated with a short-term nominal interest rate of about 
6 percent) wasted about 1 percent of U.S. GDP. The payment of interest on transactions deposits 
in recent years raises money balances and reduces this welfare cost somewhat. The bulk of the 
welfare gain to reducing inflation is probably realized at a slightly positive inflation rate. See 
Wolman (1997). 

11. Feldstein ( 1996) reports that the net present value of the welfare gain of shifting from 2 percent 
inflation per year to price stability forever is about 30 percent of the current level of GDP. 

12. Friedman (1964, 1972, and 1984) discusses go-stop policy. Romer and Romer (1989) document 
that since World War II the Fed tightened monetary policy decisively to fight inflation on six 
occasions beginning, respectively, in October 1947, September 1955, December 1968, April 
1974, August 1978, and October 1979. The unemployment rate rose sharply after each policy 
shock. Only two significant increases in unemployment were not preceded by Fed action to 
fight inflation. One occurred in 1954 after the Korean War and the second occurred in 1961, af-
ter the Fed tightened monetary policy to improve the international balance of payments. 

13. The monthly average 30-year bond rate rose from around 8 percent in early 1978 to peak above 
14 percent in the fall of 1981. The long bond rate was near 13 percent as late as the summer of 
1984. 

14. See Cook (1989). 
15. See, for instance, Friedman (1987), Poole (1978), and Sargent (1986). 
16. See McCallum and Goodfriend (1987). 
17. The public's target ratio of money to expenditure may exhibit a trend at times in response to, 

say, rising interest rates or technical progress in the payments system. For instance, the ratio of 
money to expenditure will trend downward if money provides transaction services more effi-
ciently over time. In that case, the money growth rate consistent with price stability will be be-
low the growth of physical product. 

18. See the preceding note. 
19. Electronic private substitutes for government currency have become feasible recently. See 

Lacker (1996). 
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20. See Cagan (1965). 
21. There have been exceptions, however. For instance, a new deposit type known as the negotiable 

order of withdrawal (NOW) account was introduced in the late '70s and early '80s as part of the 
deregulation of the prohibition of interest on checkable deposits. NOW accounts were interest-
earning substitutes for demand deposits and so were immediately included in the Fed's Ml 
measure of the basic money supply for purposes of targeting and control. See Broaddus and 
Goodfriend (1984). 

22. For instance, see Lucas (1988) and Meltzer (1963) on the long-run stability of the demand for 
Ml. 

23. See Heller (1966) and Shultz and Aliber (1966). 
24. See Kosters (1975). 
25. Government fiscal concerns are the driving force behind high inflations. See Sargent (1986). 
26. See Schreft (1990). 
27. See Phillips (1958). 
28. See Heller (1966) and Tobin (1972). 
29. See Fischer (1994), pp. 267-68. 
30. King and Watson (1994), for example, report a significant negative correlation between unem-

ployment and inflation over the business cycle. 
31. Barro and Gordon (1983), Fellner (1976), Sargent (1986), and Taylor (1982) contain early dis-

cussions of credibility as it relates to monetary policy. Persson and Tabellini (1994) contains a 
recent survey of research on the role of credibility in monetary and fiscal policy. The new large-
scale Federal Reserve Board macroeconomic model is designed to take account of different de-
grees of credibility in policy simulations. See "A Guide to FRB/US" (1996). 

32. What happens is this: In the first instance households and businesses attempt to exchange fi-
nancial assets for money. Such actions, however, cannot satisfy the aggregate excess demand 
for money directly. They drive asset prices down and interest rates up until the interest sensi-
tive components of aggregate expenditure grow slowly enough to eliminate the excess demand 
for money. As the disinflation gains credibility, wage and price inflation slows, and real aggre-
gate demand rebounds until the higher unemployment is eliminated. 

Ball (1994) shows that a perfectly credible disinflation need have no adverse effects on 
employment even in a model with considerable contractual inertia in the price level. 

33. The Fed did not explicitly assert its responsibility for inflation in the initial announcements of 
its disinflationary policy. However, by emphasizing the key role played by money growth in the 
inflation process, and by announcing a change in operating procedures to emphasize the control 
of money, the Fed implicitly acknowledged its responsibility for inflation. See Federal Reserve 
Bulletin (November 1979), pp. 830-32. 

34. The Fed took short-term rates from around 11 percent in September 1979 to around 17 percent 
in April 1980. This was the most aggressive series of actions the Fed has ever taken in so short 
a time, although the roughly 5 percent increase in short rates from January to September of 1973 
was almost as large. See Goodfriend (1993). 

35. The collapse of confidence in U.S. monetary policy in 1979 and 1980 was extraordinary. The 
price of gold rose from around $275 per ounce in June 1979 to peak at about $850 per ounce in 
January 1980, and it averaged over $600 per ounce as late as November 1980. Evidence of a 
weakening economy caused the Fed to pause in its aggressive tightening in early 1980. But with 
short rates relatively steady, the 30-year rate jumped sharply by around 2 percentage points be-
tween December and February, signaling a huge jump in long-term inflation expectations. The 
collapse of confidence in early 1980 was caused in part by the ongoing oil price shock and the 
Soviet invasion of Afghanistan in December 1979. But the Fed's hesitation to proceed with its 
tightening at the first sign of a weakening economy probably also played a role. In any case, the 
Fed responded with an unprecedented 3 percentage point increase in short rates in March, tak-
ing them to around 17 percent. See Goodfriend (1993). 

36. After making its disinflationary policy commitment in October 1979, the Fed let the growth of 
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effective Ml overshoot its target range in 1980 and the inflation rate continued to rise, peaking 
at over 10 percent in the fourth quarter. Then, in sharp contrast to the preceding four years, ef-
fective Ml actually undershot its target range in 1981. Effective Ml grew around 4.6 percent-
age points slower in 1981 than its average annual growth over the preceding five years. Further, 
the actual 2 percent shortfall in MI from the midpoint of its 1981 target was built into the 1982 
target path. See Broaddus and Goodfriend ( 1984 ). 

The unemployment rate rose from around 6 percent in 1978 to average nearly 10 percent 
in the recession year of 1982. 

37. Simple policy rule specifications studied with models estimated on historical data can be of 
great practical value in benchmarking actual policy decisions. McCallum (1988) and Taylor 
(1993) present two rules, respectively, that are particularly useful in this regard. McCallum 
models the monetary base (currency plus bank reserves) as the Fed's policy instrument, and has 
it responding to a moving average of base velocity and departures of nominal GDP from a tar-
get path. Taylor models the real short-term interest rate (the market interest rate minus expected 
inflation) as the policy instrument, and has it responding to inflation and the gap between actual 
and potential GDP. 

Each specification has advantages and disadvantages. Taylor's rule matches more 
closely the way the Fed thinks of itself as operating. But McCallum's rule makes clear that the 
ultimate power of the Fed over the economy derives from its monopoly on the monetary base. 
McCallum's rule has the advantage that it could still be used if disinflation happened to push 
the market short rate to zero, or if inflation expectations became excessively volatile. In either 
situation the Fed might be unable to use the real short rate as its policy instrument. 

38. See Board of Governors "Monetary Policy Report to Congress" ( 1994, 1995, and 1996). 
39. In 1995, Senator Connie Mack introduced a bill that would make low inflation the primary goal 

of monetary policy. In 1989, Fed Chairman Alan Greenspan testified in favor of a prior resolu-
tion that would have mandated a price stability objective for the Fed. Academics as diverse as 
Blinder (1995), Fischer (1994), and Friedman (1962) all agree that the Fed should be given 
some sort of mandate for low inflation. The remarkable convergence of professional thinking 
in favor of a mandate was evident at the Federal Reserve Bank of Kansas City's August 1996 
conference on price stability. See Achieving Price Stability ( 1996). 

Inflation targeting is employed by a number of central banks around the world. See Lei-
derman and Svensson (1995). 

40. Rudebusch and Wilcox (1994) report empirical evidence on inflation and productivity growth. 
Dotsey and Ireland (1996) study the question in a quantitative, theoretical model. 

41. Oil prices rose from around $3 to $12 a barrel during the 1973/74 oil price shock, and from 
about $15 to over $35 in 1979/80. 

42. See Thurow ( 1994 ). By successfully keeping inflation in check, preemptive policy actions nec-
essarily appear to be busting ghosts. So the appearance of ghost busting is a consequence of 
good monetary policy. 
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NOTES 

1. The Ml money stock consists of currency, checkable deposits (including both non-interest-
bearing demand deposits and interest-bearing NOW accounts) and travelers checks; its value as 
of June 1987 was $747 billion. M2 consists of Ml plus a much larger quantity of savings-type 
accounts, including ordinary passbook accounts and certificates of deposit (in amounts up to 
$ I 00,000), money market deposit accounts and money market mutual funds (both of which can 
have limited checking facilities), and overnight repurchase agreements and Eurodollars; its June 
1987 value was $2.8 trillion. M3 consists of M2 plus institutionally oriented instruments like 
certificates of deposit in amounts over $10,000 and money market mutual funds used by insti-
tutional investors, as well as repurchase agreements and Eurodollars extending beyond 
overnight; its June 1987 value was $3.6 trillion. 

2. See, for example, De Rosa and Stem (1977) and Lombra and Moran (1980). 
3. The official Ml target range for 1979 was 5-8 percent. 
4. Increased short-run volatility of short-term interest rates, as a result of no longer accommodat-

ing temporary disturbances affecting money demand, is a straightforward implication of Poole's 
( 1970) analysis of the money growth target strategy for monetary policy. Whether long-term in-
terest rates should be expected to be more or less volatile is a more complicated question, how-
ever, involving changing risk factors and expectations of future inflation and interest rates. 

5. The 1969 legislation under which the Board acted was quite far reaching, empowering the Fed-
eral Reserve Board, whenever explicitly authorized by the President, to "prohibit or limit any 
extensions of credit under any circumstances the Board deems appropriate." In 1980 the Board 
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proceeded under this authority to impose special reserve-type requirements on increases in cer-
tain kinds of consumer credit by all lenders (including non-banks), on increases in deposits at 
money market mutual funds, and on increases in non-deposit liabilities at banks that were not 
members of the Federal Reserve System. 

6. In 1983 the stated target range for M2 growth covered only part of the year. 
7. The standard reference to state first is the contrast between the findings in Goldfeld (1973) and 

Goldfeld (1976). The most widely read studies done at the time by the Federal Reserve's own 
staff include Enzler et al. ( 1976), Porter et al. ( 1979), and Simpson and Porter ( 1980). 

8. I owe the analogy to William Bennett. 
9. The specific results cited here are from Goldfeld and Sichel (forthcoming), which also provides 

an extensive survey. Roley (1985) also showed the results of experimenting with a wide vari-
ety of alternative specifications. 

10. See, for example, the differing results reported in Friedman ( 1986), Eichenbaum and Singleton 
(1986), and Stock and Watson (1987). 

11. Friedman made the some prediction more forcefully in writings directed at broader audiences. 
In a column in the September 26, 1983 issue of Newsweek, for example, Friedman wrote, "In-
flation has not yet accelerated. That will come next year, since it generally takes about two years 
for monetary acceleration to work its way through to inflation ... The monetary explosion from 
July 1982 to July 1983 leaves no satisfactory way out of our present situation ... The result is 
bound to be renewed stagflation-recession accompanied by rising inflation and high interest 
rates." A lengthy interview in the March 19, 1984, issue of Fortune indicated that Friedman 
" ... also sees a strong possibility that by the end of [1984] inflation could reach an annual·rate 
as high as 9%." 

12. There are several obvious problems with attempting to measure the relevant concept of credit 
in this way. One is simply that the available data measure long-term debts at par value rather 
than at market prices (or some equivalent for nonmarketable debts). Another is that, although 
the category of "nonfinancial" borrowers excludes any entity explicitly set up as a financial in-
termediary, there is inevitably some degree of double-counting due to what amounts to finan-
cial intermediation carried out by ordinary businesses and even individuals. Whether this prob-
lem is more or less severe than comparable problems affecting the monetary aggregates-for 
example, the apparently widespread use of U.S. currency in black markets around the world, or 
even in the United States for a variety of purposes not related to familiar theories of demand for 
money-is an empirical question. 

13. The one exception is the farm sector. 
14. For the five years 1978-82, the simple correlations among the fourth-quarter-over-fourth-quar-

ter growth rates of the major M's were each negative: -.53 between Ml andM2, -.57 between 
Ml and M3, and-.12 betweenM2 andM3. 

15. A "point year" of unemployment is one percentage point of unemployment in excess of the rate 
that corresponds to "full employment," maintained for one year. Some writers-for example, 
Fischer (1985)-have focused on real output rather than unemployment, and have argued on 
that basis that the post-1980 disinflation involved smaller costs than Okun's survey implied. 
The focus of the evidence that Okun surveyed was the inflation-unemployment relationship, 
however. His translation of the cost estimate into foregone real output simply relied on the usual 
three-for-one "Okun's Law" relation, which has not held up during the 1980s. 

16. See, for example, Sachs ( 1985) for an analysis of the importance of the dollar's appreciation in 
the U.S. disinflation. 

17. See Solomon ( 1986) for a review of the nineteenth century experience. 
18. The official accounts include numerous obvious mismeasurements, but there is no ground for 

claiming that their sum is very different from zero. The largest adjustments in favor of the 
United States in a set of true accounts would be the revaluation of U.S. gold stocks, and of the 
net of U.S. direct investment abroad and foreign direct investment in the United States, to cur-
rent market values. The largest adjustments against the United States would be the revaluation 
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to market value of U.S. banks' loans to developing countries, and allowance for the accumula-
tion over time of each year's "errors and omissions" flow. 

19. These data are from Scholl (1987), Table 1. 
20. The effect is analogous to what is sometimes claimed along the lines that open market purchases 

would lead investors to sell long-term bonds out of fear that the resulting increase in money 
growth would bring higher inflation. Market experience in the United States has not borne out 
this earlier line of reasoning, but there appears to be more evidence to support the effect oper-
ating via exchange rates. 

21. See Wallich (1984) for a description in different but equivalent terms. 
22. See, for example, the descriptions given by Brunner and Meltzer (1964) and Guttentag (1966). 
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NOTES 

1. A more thorough discussion of the issues presented here can be found in Lawrence J. Christiano 
and Terry J. Fitzgerald, "Understanding the Fiscal Theory of the Price Level," Federal Reserve 
Bank of Cleveland, Economic Review, vol. 36, no. 2 (2000 Quarter 2), pp. 3-38. 

2. In this Commentary, we assume that complete price stability is desirable. Some research suggests 
this may not be the case-some price variability may be desirable. In fact, one argument in the 
fiscal theory literature is that it may generate an optimal degree of price instability. See Chris-
tiano and Fitzgerald (2000) for a discussion of this point. 

3. This discussion is based on the classic analysis in Thomas Sargent and Neil Wallace, "Some Un-
pleasant Monetarist Arithmetic," Federal Reserve Bank of Minneapolis, Quarterly Review, vol. 
5, no. 3 (1981), pp. 1-17. 

4. Here we assume the economy is on the "right" side of the Laffer curve, where seignorage is an 
increasing function of the inflation rate. 

5. The Microsoft example is taken from John Cochrane, "Money as Stock: Price Level Determina-
tion with No Money Demand," National Bureau of Economic Research, Working Paper no. 
7498, January 2000. 

6. We follow Sargent and Wallace in thinking of the game of chicken as reflecting that the actions 
of the fiscal authority can force, as a matter of feasibility, the monetary authority to increase the 
money supply. Under the fiscal theory, the fiscal authority's actions may also affect the actions 
of the monetary authority, but this is a matter of the monetary authority's preferences and not fea-
sibility. For example, the monetary authority may want to swerve in our example, even though it 
is feasible not to, because it may not like the outcomes when it does not swerve. Fleshing this out 
requires specifying the preferences and objectives of the monetary and fiscal authorities. 

7. This result is due to Michael Woodford. 
8. Exploding debt is not envisioned under the fiscal theory. The idea is that as long as there is ab-

solutely no doubt about the government's commitment to not adjusting policy in the face of ex-
ploding debt, prices will respond so that the debt does not explode in the first place. 

9. John Cochrane argues that the fiscal theory can explain the behavior of inflation over the entire 
postwar period in "A Frictionless View of U.S. Inflation," in Ben S. Bemanke and Julio Rotem-
berg, eds., NEER Macroeconomics Annual, Cambridge, Mass.: MIT Press, 1998. In a comment 
on that article, Michael Woodford indicates the fiscal theory may provide a good explanation for 
the 1970s, but he is more skeptical that it characterizes the 1980s and 1990s, in part for the rea-
sons given in this Commentary. 
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NOTES 

1. See Bank for International Settlements, Central Bank Survey of Foreign Exchange and Deriva-
tives Market Activity. Basle: BIS, May 1996; and International Monetary Fund, Direction of 
Trade Statistics Yearbook, 1997. Washington, D.C.: IMF, 1997, p. 2. 

2. See Kenneth A. Froot and Kenneth Rogoff, "Perspectives on PPP and Long-Run Real Exchange 
Rates," in Gene M. Grossman and Kenneth Rogoff, eds., Handbook of International Economics, 
vol. 3, part 2. Amsterdam: North-Holland, 1995, pp. 1647-88. 

3. The price indexes used to calculate PPP usually include traded and nontraded goods. Deviations 
between the prices of these goods within a single country can affect calculated values of the real 
exchange rate. 

4. The balance of payments, as presented in table l, records international transactions on a nominal 
basis. I assume throughout this section that all transactions are measured on a real (constant-
price) basis. 

5. See Jeffrey A. Frankel and Andrew K. Rose, "Empirical Research on Nominal Exchange Rates," 
in Gene M. Grossman and Kenneth Rogoff, eds., Handbook of International Economics, vol. 3, 
part 2. Amsterdam: North-Holland, 1995, pp. 1689-729. 

6. See Gregory P. Hopper, "What Determines the Exchange Rate: Economic Factors or Market 
Sentiment?" Federal Reserve Bank of Philadelphia, Business Review (September/October 1997), 
pp. 17-29. 
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NOTES 

1. Table 1 shows that the cross-country mean of inflation exceeded the median for each decade. 
This property reflects the skewing of inflation rates to the right, as shown in Figure 1. That is, 
there are a number of outliers with positive inflation rates of large magnitude, but none with 
negative inflation rates of high magnitude. Because this skewness increased in the 1980s, the 
mean inflation rate rose from the 1970s to the 1980s, although the median rate declined. 

2. See, for example, Okun (1971) and Logue and Willett (1976). 
3. See, for example, Barro (1996). 
4. The actual rate is slightly higher because the observed growth rates are averages over periods 

of I O or 5 years. See Barro and Sala+ Martin (I 995, p. 81 ). 
5. Human capital is measured as the overall estimated effect from the levels of school attainment 

and the log of life expectancy. 
6. This estimate is similar to that reported by Fischer (1993, Table 9). For earlier estimates of in-

flation variables in cross-country regressions, see Kormendi and Meguire (1985) and Grier and 
Tullock ( 1989). 

7. The residual is computed from the regression system that includes all of the variables, includ-
ing the inflation rate. But the contribution from the inflation rate is left out to compute the vari-
able on the vertical axis in the scatter diagram. The residual has also been normalized to have a 
zero mean. 

8. This system includes on the right-hand side standard deviations of inflation measured for the 
periods 1965-75, 1975-85, and 1985-90. These variables are also included with the instru-
ments. 

9. Bade and Parkin (1982); Grilli, Masciandaro, and Tabellini (1991); Cukierman (1992); and 
Alesina and Summers (1993). 

10. Cukierman' s ( 1992, chapter 20) results concur with this finding, especially for samples that go 
beyond a small number of developed countries, the kind of sample used in most of the literature 
on central bank independence. 

11. Cukierman et al. ( 1993) use as instruments the turnover rate of bank governors and the average 
number of changes in bank leadership that occur within six months of a change in government. 
These measures of actual bank independence have substantial explanatory power for inflation 
but would not tend to be exogenous with respect to growth. 

12. I have carried out SUR estimation of a panel system with the inflation rate as the dependent vari-
able (for 1965-75, 1975-85, and 1985-90), where the independent variables are lagged infla-
tion and the other instrumental variables used in Table 2. The estimated coefficient of lagged 
inflation is 0.74 (0.06). The only other coefficients that reach marginal significance are for log 
(GDP), 0.037 (0.019); the blackmarket premium, 0.059 (0.033); the change in the terms of 
trade, -0.40 (0.22); and the rule-of-law index, -0.009 (0.005). The R2 values for the three peri-
ods are 0.55, 0.24, and 0.37. 

13. For discussions of the CFA Franc zone, see Boughton (forthcoming) and Clement (1994). The 
zone maintained a fixed exchange rate with the French Franc for 45 years until the devaluation 
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from 50 to I 00 CFA Francs per French Franc in January 1994. At the time of the devaluation, 
the zone covered 14 African countries grouped around three central banks: the West African 
Monetary Union of Benin. Burkina Faso. Ivory Coast. Mali. Niger. Senegal. and logo; a group 
of central African countries consisting of Cameroon, Central African Republic, Chad, Congo, 
Equatorial Guinea, and Gabon; and the Comoros. Some original members of the zone left to es-
tablish independent currencies-Djibouti in 1949, Guinea in 1958, Mali in 1962 (until it re-
joined in 1984), Madagascar in 1963, Mauritania in 1973, and the Comoros in 1981 (to set up 
its own form of CFA franc). Equatorial Guinea, which joined in 1985, is the only member that 
is not a former colony of France (and not French speaking). 

14. See Schwartz (1993). 
15. The seven in the sample are Barbados, Dominican Republic (attributed to France rather than to 

Spain; see the notes to Table 5), Guyana, Haiti, Jamaica, Suriname, and Trinidad and Tobago. 
Five other former British colonies in Latin America that are not in this sample-Bahamas, Be-
lize, Grenada, St. Lucia, and St. Vincent--experienced the relatively low average inflation rate 
of 6.9 percent from 1970 to 1990. 

16. These four are Angola, Cape Verde, Guinea-Bissau, and Mozambique. Data are unavailable for 
Cape Verde and Guinea-Bissau in the 1960s (prior to independence). The figures for Angola in 
the 1980s are rough estimates. 

17. I have carried out SUR estimation of a panel system with the inflation rate as the dependent vari-
able (for 1965-75, 1975-85, and 1985-90), where the independent variables are the two colony 
dummies and the other instrumental variables-mainly lagged variables-used in Table 2. This 
system excludes lagged inflation (see footnote 12). The estimated coefficient on the Spain-Por-
tugal colonial dummy is 0.14 (0.03) and that on the dummy for other colonies is 0.11 (0.05). 
The R2 values are 0.38 for 1965-75, 0.14 for 1975-85, and 0.10 for 1985-90. Thus, inflation is 
difficult to explain, especially if most contemporaneous variables and lagged inflation are ex-
cluded as regressors. Two variables that are sometimes suggested as determinants of inflation-
trade openness (measured by lagged ratios of exports and imports to GDP) and country size 
(measured by log of population)-are insignificant if added to the system. Years since inde-
pendence also has no explanatory power for inflation. This result may arise because the former 
colonies of Spain and Portugal in Latin America became independent at roughly the same time. 

18. See, for example, the results in Barro 1991. 
19. In the model, the fall in the growth rate by 0.2 percent to 0.3 percent per year applies on impact 

in response to a permanent increase in the inflation rate. The growth rate would also decrease 
for a long time thereafter, but the magnitude of this decrease diminishes toward zero as the 
economy converges back to its (unchanged) long-run growth rate. Hence, in the very long run, 
the effect of higher inflation is a path with a permanently lower level of output, not a reduced 
growth rate. The numerical estimates for the reduced level of output after 30 years take account 
of these dynamic effects. The calculation depends on the economy's rate of convergence to its 
long-term growth rate (assumed, based on the empirical estimates, to be 2 percent to 3 percent 
per year). Also, the computations unrealistically neglect any responses of the other explanatory 
variables, such as the human-capital measures and the fertility rate. 
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NOTES 

1. This explanation has been articulated in a number of recent papers. See, for example, Azariadis 
and Smith (1996), Boyd and Smith (1998), and Schreft and Smith (1998 and 1994). 

2. The same phenomena we report here occur in the presence of a costly state verification prob-
lem (Boyd and Smith forthcoming), or in a model where spatial separation and limited com-
munication affect the financial system (Schreft and Smith 1998 and 1997). 

3. In particular, in the absence of financial market frictions, our model reduces to one in which 
higher rates of inflation (easier monetary policy) stimulates real output growth. This occurs in 
a variety of monetary growth models: see Mundell (1965); Tobin (1965); Diamond (1965); or 
especially Azariadis (1993) (for an exposition); Sidrauski (1967); and Shell, Sidrauski, and 
Stiglitz (1969). 

4. See Azariadis and Drazen (1990) for one of the original theoretical expositions of development 
traps. 

5. If p 2:: 0, our analysis is a special case of that in Azanadis and Smith (forthcoming). We there-
fore restrict attention here to p < 0. The assumption that p < 0 holds implies that the elasticity 
of substitution between capital and labor is less than unity. Empirical evidence supports such a 
supposition. 

6. It is easy to verify that this assumption implies no real loss of generality. 
7. This assumption implies that all capital investment must be externally financed, as will soon be 

apparent. This provides the link between financial market conditions and capital formation that 
is at the heart of our analysis. 

8. Risk neutrality implies that there are no potential gains from the use oflotteries in the presence 
of private information. 

9. The hallmark of models of credit rationing based on adverse selection or moral hazard is that 
different agents have different probabilities ofloan repayment and hence regard the interest rate 
dimensions of a loan contract differently. See, for instance, Stiglitz and Weiss (1981) or Ben-
civenga and Smith (1993). Ours is the simplest possible version of such a scenario: Type 2 
agents repay loans with probability one, while type 1 agents default with the same probability. 
Matters are somewhat different in models of credit rationing based on a costly state verification 
problem in financial markets. See, for instance, Williamson (1986 and 1987) and Labadie 
(1995). We will discuss such models briefly in the conclusion. 

10. For models of informational frictions that do generate debt and equity claims, see Boot and 
Thakor (1993), Dewatripont and Tirole (1994), Chang (1986), or Boyd and Smith (1995a and 
b). 

11. For a canonical adverse selection model, see Rothschild and Stiglitz ( 1976). 
12. It is easy to verify that nondissembling type 1 agents will not wish to borrow if R,+ 1 2:: 

max(r,+ 1, x). This condition will hold in equilibrium. 
13. See Rothschild and Stiglitz (1976), or in this specific context, Azariadis and Smith ( 1996). 
14. See equation 6. 
15. An additional requirement of equilibrium is that intermediaries perceive no incentive to "pool" 

dissembling type I agents with type 2 agents and to charge an interest rate that compensates for 
the defaults by dissembling type 1 agents. Azariadis and Smith (forthcoming) show that there 
is no such incentive if f'(k1+ 1) :s; r,+1'(1 - >..) holds for all t. 

16. See, for example, Diamond (1965), Tirole (1985), or Azariadis (1993, chapter 26.2). 
17. See, for instance, Diamond (1965), Tirole (1985), or Azariadis (1993, chapter 26.2). 
18. In this analysis, inflation is inversely related to the return on real balances and hence to the re-

turn on savings. However, the intuition underlying our results is not dependent on real balances 
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earning the same real return as other savings instruments. Higher inflation will also reduce the 
return on savings in economies where nominal interest rate ceilings bind or where binding re-
serve requirements subject intermediaries to inflationary taxation. Binding interest rate ceilings 
and reserve requirements are very common in developing countries and are hardly unknown in 
the United States. Finally, our empirical results do support the notion that higher inflation does 
reduce the real returns received by investors (see the section on some empirical evidence). 

19. Clearly 1/x > ( I - >..)l>u can hold only if>.. > 0.5. Equation a4 obviously implies this. 
20. Equation 32 holds if and only if equation A 19 holds, as established in the Appendix section on 

the existence of steady-state equilibria. Thus Al9 gives a primitive condition under which Case 
I obtains. 

21. The Appendix section that covers Result 6 proves that there are at most two intersections and 
that there are exactly two intersections in this particular case. 

22. The existence of two saddles is possible because dynamical equilibria follow different laws of 
motion depending on whether a W alrasian regime or a regime of credit rationing pertains. 

23. Except, possibly, for their initial capital stocks. 
24. Strictly speaking, in any steady state with credit rationing, it is necessary that intermediaries 

perceive no arbitrage opportunities associated with "pooling" type 2 and dissembling type I 
agents (see footnote 11 ). The Appendix establishes that intermediaries perceive no such incen-
tive, for any value of rrE (g:, a], so long as - pix ::5 cr-2 and rr.2 2:: (1 - >..) d2 both are satisfied. 

25. For both outcomes to be consistent with positive levels of real balances, it is necessary that (1 
- >..)Ix>.. < <T- holds. The Appendix establishes that (1 - >..)Ix>.. < <T- holds if either equations 
A27 or A28 and A29 are satisfied. 

26. However, increases in <T can still result in a reduction in the steady-state capital stock if they in-
duce transitions from the Walrasian to the credit rationing regime. The current analysis provides 
no guidance as to when such transitions might or might not occur. 

27. Obviously we are assuming here that <Tc> a. 
28. As we have seen, this is true along either branch of the steady-state equilibrium correspondence 

if <T < a. The statement in the text does require some qualification, though. In particular, as 
noted above, if higher inflation causes the economy to shift from the Walrasian to the credit ra-
tioned equilibrium for <T < a. then an increase in the inflation rate can cause long-run output to 
fall. 

29. Data sources are listed in the Appendix. 
30. We also ran the regressions reported without removing the sample means. This led to no dif-

ferences in results. 
31. Boudoukh and Richardson (1993), using a much longer time series, also find that higher rates 

of inflation have reduced real stock market returns in the United States and in the United King-
dom. 

32. Further evidence on this point appears in Boyd, Levine, and Smith (1995). 
33. See Boyd, Levine, and Smith (1995). 
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NOTES 

I. Gordon Matthews, "Brace Yourself: 10 Out of 10 Economists Expect Fed Hike," American 
Banker, May 19, 1997. 

2. Art Pine, "Wary Fed Decides against Interest Rate Hike for Now," Los Angeles Times, May 21, 
1997. 

3. "Potential" GDP growth is typically taken to be synonymous with "long-run average" GDP 
growth. Economists often refer to this as the "steady-state" rate. 

4. In equilibrium, supply equals demand. More specifically, we are describing a condition in 
which prices rise precisely because money would be in excess supply if they didn't. 

5. More detailed accounts of the simple, and thoroughly standard, theory discussed in this section 
can be found in almost any introductory economics textbook. See, for example, Alan Stockman, 
Introduction to Economics, Fort Worth: Dryden Press, 1996, chapter 27. 

6. A simple example clarifies the distinction between nominal and real variables. Suppose that the 
money supply consists solely of dollar bills. The nominal supply of money would then just be 
the number of dollar bills in circulation. The real money supply would be the nominal stock ex-
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pressed in terms of "purchasing power": How many units of goods and services can be pur-
chased with the stock of money? For example, suppose that the stock of money, M, is $5 mil-
lion, and the price level, P, is 2. Because the price level is the number of units of money required 
to purchase one unit of output, the real stock of money (in units of output) is 5/2 = 2.5. 

7. This statement-which implicitly invokes the economist's standard "all-else-equal" clause-is 
not meant to minimize the difficulties inherent in controlling the money supply. 

8. To be a bit more precise, opportunity cost is typically measured as the difference between the 
return on short-term Treasury securities and a measure of the return on a particular monetary 
aggregate, such as M2. For a recent discussion of the operational relationship between money 
and opportunity cost, see John B. Carlson and Benjamin D. Keen, "M2 Growth in 1995: A Re-
turn to Normalcy?" Federal Reserve Bank of Cleveland, Economic Commentary, December 
1995. 

9. There is another possible source for rising interest rates: rising expectations of inflation. The 
role of inflation expectations can significantly complicate the simple theory presented here and 
make things difficult indeed for monetary policymakers. 

10. For a more complete discussion of Okun's law, see David Altig, Terry Fitzgerald, and Peter Ru-
pert, "Okun's Law Revisited: Should We Worry about Low Unemployment?" Federal Reserve 
Bank of Cleveland, Economic Commentary, May 15, 1997. 
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NOTES 

1. For a comprehensive discussion of the rationale for and features of inflation targets, see 
Bernanke, Laubach, Mishkin, and Posen. 

2. See Kahn for a summary of views about how central bankers should define price stability for 
monetary policy purposes. 

3. Proponents counter that inflation targets merely keep discretionary policy actions consistent 
with Jong-run goals and therefore do not prevent policymakers from countering short-run dis-
turbances (Bernanke and Mishkin, 1997). 

4. This does not imply that central banks that do not have inflation targets are not accountable. For 
example, in the United States, the Federal Reserve Board of Governors is required to submit a 
report on the economy and the conduct of monetary policy twice a year to Congress. In addi-
tion, the Chairman of the Federal Reserve Board of Governors is called to testify on the report 
before the Senate Committee on Banking, Housing, and Urban Affairs, and the House Com-
mittee on Banking and Financial Services. 

5. For a discussion of the effects of oil prices on inflation see Kahn and Hampton. 
6. Evidence on whether inflation targets have increased credibility and therefore reduced the cost 

of disinflation is inconclusive (Johnson). 
7. Some countries, such as Sweden, set an initial target that remains in place today. 
8. Credit services represent the consumer cost of repaying debt and therefore fluctuate with inter-

est rates. 
9. The bank monitors a variety of indicators to help its policy decisions. The main focus is on es-

timates of excess demand or supply in goods and labor markets. Other variables, such as the 
growth rates of monetary aggregates, credit, total spending, and wage settlements, are used as 
additional guides for policy decisions (Freedman 1995a). 

10. The Chancellor has changed the interpretation of targets three times: In October 1992 (range be-
tween 1 percent and 4 percent), June 1995 (at or below 2.5 percent, acknowledging that shocks 
can make inflation move between 1 percent and 4 percent), and June 1997 (2.5 percent, ac-
knowledging that shocks can make inflation move plus or minus 1 percent). The targets are 
valid from the announcement date onward. 
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11. The bank typically publishes a short-term forecast and an approximately two-year-ahead fore-
cast. The forecasting horizon has been extended some recently. 

12. Prior to the bank's operational independence in May 1997, the Governor met with the Chan-
cellor on a monthly basis. 

13. The bank uses several measures of underlying inflation in its analysis. They are used as indica-
tors of inflationary pressures, not as official targets. The "headline" CPI is regarded as the most 
transparent and unambiguous measure of inflation, which gives it a more objective appeal than 
other measures, and makes it more suitable for a target (Andersson and Berg; Sveriges Riks-
bank, March 1998). 

14. The output gap measures the divergence of actual production from what is considered its po-
tential level. 

15. The Riksbank uses the repo rate (rate at which it agrees to repurchase securities), the lending 
rate, and the deposit rate for monetary policy purposes (Sveriges Riksbank 1997). 

16. The Bank introduced the inflation report initially in October 1993 under the title "Inflation and 
Inflation Expectations in Sweden," which was published three rather than four times a year 
(Almeida and Goodhart, Andersson and Berg). 

17. For Canada and the UK, the interest rate used as the "official" rate is the rate monitored or con-
trolled by the central bank. For Sweden, the 3-month interest rate was used as a proxy for an of-
ficial rate because data on official rates were not available. In New Zealand, the discount rate-
which moved closely with the 3-month rate over the part of the sample that the 3-month rate 
was available-was used as a proxy for the official rate because it was the only short-term rate 
available for the entire sample. 

18. In addition, to the extent inflation rose in the period before the introduction of inflation targets, 
real rates may have been kept too low. 

19. This result might be explained by a forward looking monetary policy focused on inflation tar-
gets if the unemployment rate helped predict future inflation but other variables did not. Sur-
prisingly, in all countries except New Zealand, the coefficients on lagged inflation were in-
significant (and sometimes negative) in the inflation targeting period. 

20. Because in Sweden there appears to be a break in the unemployment series in the early 1990s, 
the regressions were also run using industrial production in place of unemployment. However, 
in these alternative regressions, industrial production also came in insignificant in both the be-
fore and after periods. 

21. In New Zealand, the breakpoint also corresponds to the granting of operational independence 
to the Bank of New Zealand. 

22. The UK targeted exchange rates during only part of the sample period before the introduction 
of inflation targets. Prior to the use of exchange rate targets, the Bank of England targeted var-
ious monetary aggregates. 

23. When industrial production is substituted for unemployment in the Swedish "before" regres-
sion, the Swedish official rate is also persistently over-predicted. 

24. It is not clear why the policy reaction function indicates that policy was tightened in Canada in 
the before period in response to an exchange rate appreciation. 
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NOTES 

1. See, for example, Sargent (1982, 1983), Taylor (1982), and Fischer (1986). 
2. This idea is the basis for many game theoretic models of credibility in monetary policy. See, for 

example, Barro and Gordon (1983), Backus and Driffill (1985a,b), Barro (1986), and Cukier-
man and Meltzer (1986). For an excellent survey of this literature, see Blackbum and Chris-
tensen ( 1989). 

3. See Shapiro (1994) for an analysis of the relative success of Federal Reserve attempts to reduce 
inflation following seven postwar dates marking the start of an explicit disinflationary policy, 
as identified by Romer and Romer (1989, 1994). 

4. For details on monetary policy in the early 1980s, see Friedman (1984). Blanchard (1984). Het-
zel (1986), and Goodfriend ( 1993, 1997). 

5. The crucial importance of the fiscal regime in determining the credibility of disinflationary poli-
cies is emphasized by Sargent (1982, 1983, 1986). For applications of this idea, see Flood and 
Garber (1980) and Ruge-Murcia (1995). 

6. Other research that applies Bayesian learning to models of monetary policy includes Taylor 
(1975), Flood and Garber (1980), Backus and Driffill (1985a,b), Barro (1986), Lewis (1989), 
Baxter ( 1989), Bertocchi and Spagat ( 1993 ), Gagnon ( 1997), and Andolfatto and Gomme 
( 1997). For related models with least squares learning, see Friedman ( 1979), Fuhrer and Hooker 
(1993), and Sargent (1998). 

7. We take the starting date of the Volcker disinflation to be October 6, 1979, which coincides with 
Fed's announcement of a new operating procedure for targeting nonborrowed reserves. This 
starting date is consistent with the findings of Romer and Romer ( 1989), who use evidence from 
the minutes of Federal Open Market Committee meetings to identify October 1979 as a date 
when the Federal Reserve decided to undertake an explicit disinflationary policy. 

8. The approximate dates of these episodes are: (1) December 1979 to February 1980, (2) De-
cember 1980 to October 1981, and (3) May 1983 to June 1984. 

9. We do not explicitly link the supply shock e-rr, to the real price of oil. Fuhrer and Moore ( 1995a, 
footnote 15) report that oil prices are uncorrelated with the residuals of their contracting equa-
tion, suggesting that their omission does not affect the model's performance. See Bemanke, 
Gertler, and Watson ( 1997) for an empirical study of the potential links between oil prices and 
monetary policy. 

10. See Roberts (1997). 
11. King and Watson ( 1994) document the robust negative correlation between inflation and un-

employment at business cycle frequencies. 
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12. The policy rule is similar to one proposed by Taylor (1993), which takes the form: r, = (p + 1r,) 
+ o.,,, ( 1r, - 'rr) + o._,y,, where p is the steady-state real interest rate. The Taylor rule uses p = 
0.02, ctx = cty = 0.5, and 7i' = 0.02. See Taylor (1998) and Judd and Rudebusch (1998) for his-
torical analyses of how policy rules of this form fit U.S. interest rate data. 

13. Cukierman and Meltzer (1986) develop a model in which the central bank intentionally adopts 
an imprecise monetary control process in order to obscure its preferences, and thereby exploit 
a more favorable output-inflation trade-off. 

14. In going from (4) to (5) we have applied the law of iterated mathematical expectations. 
15. Since u is independent of 1r,, it can be interpreted as the "Natural Rate of Unemployment." 
16. It is straightforward to append a money demand equation that determines how much money the 

Fed must supply in order to achieve the value of r, given by (3). This would have no effect on 
the model's dynamics. 

17. Evidence that the public perceived the statement in this way can be found in published news-
paper reports of the time. See, for example, "Fed Takes Strong Steps to Restrain Inflation, Shifts 
Monetary Tactic," The Wall Street Journal, October 8, 1979, p. 1. 

18. See, for example, Walsh (1988). 
19. See Svensson ( 1997) and Ball ( 1997) for analyses of "efficient" monetary policy rules that min-

imize a discounted weighted-sum of the variances of inflation and output. 
20. See Sargent (1998) for a model that seeks to endogenize the rise and fall of U.S. inflation. 
21. See Gagnon (1997) for a univariate model of inflation that relaxes both of the foregoing as-

sumptions. 
22. Our solution procedure is described in Section II. 
23. The history of inflation does influence credibility, however, because it is incorporated into 

agents' prior beliefs, which are summarized by P,- 1 in (10). 
24. See Ruge-Murcia (1995) for a model where credibility is inferred using joint observations on 

fiscal and monetary variables. 
25. See Anderson (1958), Chapter 6. ,,, ,,, 
26. Thi_s property wil! ob~ain when the ratios (Lx C(z)dz)i(J_x h(z)dz) and ( C( 1r))/(h( 1r)) are mono-

tomcally decreasmg m 1r. 
27. A similar effect obtains in the models of Fisher ( 1986), Ireland ( 1995), King ( 1996), Bomfim 

and Rudebusch ( 1997), and Bomfim, et al. ( 1997). In these models, credibility is determined by 
a backward-looking, linear updating rule. In contrast, Ball (1995) models credibility using a 
purely time-dependent probability measure. 

28. We use the Matlab programs developed by Fuhrer and Moore (1995b), as modified to reflect 
the differences in our model specification and data. 

29. The values 'ffH = 0.06 and 'ffL = 0.03 are very close to those used by Fuhrer (1996, figure Ilb) 
to help reconcile the pure expectations theory of the term structure with U.S. nominal interest 
rate data. 

30. For studies that explore disinflation dynamics in models subject to stochastic shocks, see Meyer 
and Webster (1982), Orphanides, et al. (1997), and Bomfim and Rudebusch (1997). 

31. The steady states associated with the two reaction functions both exhibit the well-known sad-
dle point property. 

32. In contrast, Taylor (1975), Meyer and Webster (1982), Baxter (1989), and Andolfatto and 
Gomme (1997), among others, consider Bayesian learning models in which agents' expecta-
tions do not affect the evolution of the variables they form expectations about. Hence, conver-
gence follows from standard results on the asymptotic properties of estimators. 

33. Marcet and Sargent (1989) develop an analytical framework for proving the convergence of 
"self-referential" models in which the evolution of an endogenous variable is governed by an 
adaptive learning process. 

34. A similar view is put forth by Mankiw (1994 ), who shows that forecasts made by the Council 
of Economic Advisers in January 1981 predicted a gradual and moderate decline in the infla-
tion rate, in contrast to the rapid and pronounced disinflation that actually occurred under Fed 
Chairman Volcker. 
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35. The Hardouvelis-Barnhart measure of credibility is inversely proportional to the response of 
commodity prices (such as gold and silver) to unanticipated changes in the Ml money stock. 

36. For the parameter values we employ, the model's dynamical system exhibits complex eigen-
values which give rise to damped oscillatory behavior. 

37. In the words of Fed Chairman Volcker. "Inflation feeds in part on itself, so part of the job of re-
turning to a more stable and more productive economy must be to break the grip of inflationary 
expectations." See Volcker (1979), pp. 888-889. 

38. Since r, rises and y, falls, a traditional Keynesian money demand equation with a predetermined 
price level would imply a contraction of the nominal money stock. 

39. See Akhtar (1995) for a survey of the enormous empirical literature on this subject. 
40. For a related discussion, see Taylor (1980, section IV). 
41. See Gagnon (1996) for some cross-country evidence that inflation expectations exhibit a "long 

memory" of past inflation. 
42. See Romer and Romer (1997) for a discussion regarding the merits oflegislated rules and other 

institutional arrangements for the conduct of monetary policy. 
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NOTES 

1. This focus on consumer price inflation stems from the belief that monetary policy can have no 
effect on real variables over the long run. It is closely akin to the monetarism that Milton Fried-
man and his colleagues forcefully and eloquently espoused in the 1960s and 1970s in that both 
offer a relatively straightforward, rules-based approach to policy. While monetarism's simplic-
ity had great appeal, innovation in the financial services industry during the 1980s (for 
example, the development of money market and sweep accounts and the resulting blurring of 
distinctions between bank and nonbank financial institutions) increased the variability of ve-
locity and made the monetarist approach impractical for policy purposes. Kindleberger (1978) 
links monetarism, in tum, to the Currency School of the early 1800s. Thus, the current focus on 
the consumer price index draws on a long legacy. 

2. For example, Stanley Fischer ( 1996) has suggested that "long-run price stability should be the 
primary goal of the central bank, with the promotion of full employment and growth being per-
mitted to the extent that they do not conflict with the primary goal." And Goodhart and Vifials 
(1994) have documented that price stability has become the central bank's primary objective 
throughout Europe, Canada, and Australia/New Zealand. But, of course, many economists dis-
agree with this prescription, recommending instead that central banks look at both prices and 
output or at nominal GDP. Moreover, as noted in the text, most statutes that require the mone-
tary authorities to follow an inflation target contain an escape clause in the event that major sup-
ply shocks have a severe impact on employment and growth. 

3. For example, in 1995 Michael Bruno, then chief economist of the World Bank, wrote, "Very 
low inflation is again becoming the norm, not only in the industrial world but also in devel-
oping regions." After discussing stabilization strategies, like fiscal retrenchment, exchange 
rate pegs, currency boards, and wage freezes, he argues that "getting inflation down to single 
digits is important .. . for long-term growth reasons" and cautions that "the upward bias of 
inflationary persistence argues for keeping the inflation genie tightly in the bottle" (Bruno 
1995). In the opening of its May 1997 World Economic Outlook, the International Monetary 
Fund approvingly sees "few signs of the tensions and imbalances that usually foreshadow sig-
nificant downturns in the business cycle: global inflation remains subdued, and commitments 
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to reasonable price stability are perhaps stronger than at any other time in the postwar era .. 
. " (The same overview warns of potential dangers posed by fragile banking systems exposed 
to large foreign exchange risk by large and possibly unsustainable capital inflows.) Later, 
the IMF writes, "In Chile, the most successful economy in (Latin America), inflation fell to 
a 36-year low of 6 1/2 percent ... " (italics added). Rudiger Dornbusch has also described 
Chile's approach as "exemplary" as it brought annual inflation down from 30 percent in the 
mid 1980s to 7 percent in the mid 1990s-in part because "the central bank has refused to 
overreach and squeeze inflation down to the fashionable 2 percent of the industrialized coun-
tries." He contrasts Chile with Mexico where he sees "exaggerated emphasis put on inflation, 
exaggerated urgency to get to 2 percent, dangerous imperviousness to overvaluation." He 
concludes, "The right message is that inflation must come down and that there is never room 
for complacency; that is not the same as inflation reduction first, growth later" (Dornbusch 
1996). 

4. The Economic Growth and Price Stability Act of 1997 was sponsored by Florida Senator 
Connie Mack. The bill proposed that an explicit numerical definition of price stability be es-
tablished, and that the promotion of long-term price stability, so defined, should be the sole 
mandate of the Federal Reserve System. 

5. As of mid 1998, Hong Kong, Malaysia, Indonesia, Thailand, South Korea, and Japan report that 
their economies have been shrinking since the beginning of the year, Japan by a stunning an-
nual rate of 5.3 percent in the first quarter. Those East Asian economies that managed to main-
tain some momentum, Taiwan and Singapore, have nonetheless slowed as well. The Philippines 
economy now has a negative growth rate. 

6. Many investors and policymakers-both monetary and supervisory-apparently ignored other, 
less standard signs of trouble, like soaring ratios of foreign-currency debt to GDP and ques-
tionable levels of investment in certain asset markets and industrial sectors. The fact that these 
countries did not display the symptoms-rapid inflation and large fiscal deficits and "exces-
sive" consumption relative to GDP-seen in the Latin American economies on the brink of their 
crises was seemingly reassuring. 

7. This article uses the term "inflation" to connote consumer price inflation. Price inflation in as-
set markets will always be referred to as "asset-price inflation." 

8. Like any major supply shock, a sharp shift in oil prices pushes employment and price trends in 
opposite directions, creating a dilemma for monetary policy. But in the 1970s, U.S. inflation 
probably contributed to the oil exporters' decision to raise prices. Although the precipitating 
event for the first increase was the Arab-Israeli War, oil is priced in dollars and rising U.S. in-
flation in the early 1970s had contributed to a nominal depreciation of the dollar and a decline 
in the value of oil revenues in world markets. The second increase also followed an extended 
period of rising U.S. inflation and nominal dollar depreciation. 

9. In this article, asset prices refer to prices of land, real estate, financial assets such as stocks and 
bonds, and, on some occasions, the price of foreign currency in terms of domestic currency. Pur-
chases of such assets are often motivated by hopes of capital gains. 

10. The New York Times of October 22, 1929 reported "Fisher Says Prices of Stocks Are Low: Quo-
tations Have Not Caught Up with Real Values as Yet, He Declares," page 24, col. 1. See also 
Carosso (1970), pages 300-302. 

11. Rising real land prices in the 1970s may reflect the fact that the baby boom cohort began form-
ing households at that time; however, for much of the period, prices for farm properties were 
rising faster than prices for nonfarm, noncorporate land. The boom in prices for farm land may 
have been linked to the unusually sharp and temporary rise in prices for foodstuffs in the early 
years of the decade. 

12. The G-7 consists of the United States, Japan, Germany, France, Italy, the United Kingdom, and 
Canada. 

13. The modest pickup in Japanese inflation from 1989 to 1991 reflects several developments, in-
cluding some one-time factors: the Japanese introduced a consumption tax in 1989; the al-
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ready low unemployment rate fell even lower, from 2.8 percent in 1987 to 2.1 percent in 
1990; the yen weakened a bit in 1989 and 1990 before resuming its rise in 1991; and bad 
weather conditions in 1990 and 1991 aggravated the impact of the 1990 oil price increase 
sparked by the Gulf War. (Japan is highly dependent on imported oil.) (Government of Japan 
1998.) 

14. For example, chapter four of the IMF's May 1998 World Economic Outlook examines indica-
tors of vulnerability to financial crises in 50 advanced and emerging market countries from 
1975 to 1997. It finds that "typically, in the lead-up to a currency crisis, the economy is over-
heated: inflation is relatively high, the real exchange rate is appreciated, the current account 
deficit has widened, domestic credit had been growing at a rapid pace, and asset prices have of-
ten been inflated" (IMF May 1998, page 96). 

15. Paul Krugman, Nouriel Roubini, and other commentators in the fundamentals camp argue that 
the crisis reflected excessive investment fueled, first, by international speculation that drove 
regional asset values to unrealistic levels, and second, by an East Asian variant of crony capi-
talism that directed investment to unproductive ends (Krugman 1998). Krugman has further ar-
gued that East Asia's spectacular economic growth since the 1960s was based on an accelerated 
use of the inputs of labor and capital rather than on the absorption of new technology. So, by 
the 1990s, the pace of the region's growth was likely to slow as diminishing returns set in 
(Krugman 1994). 

Jeffrey Sachs and Steven Radelet espouse a contrary view, arguing that IMF errors 
caused a crisis that was, at base, avoidable. After the initial devaluation of the baht in mid 1997, 
the IMF effectively yelled "fire" by announcing that severe shortcomings in East Asian finan-
cial markets would require fundamental restructuring; thus alerted, investors began to run for 
the exits. But the fundamentals of East Asian economies were sound, in this view, and any vul-
nerabilities in such sectors as finance or real estate would have been manageable in the absence 
of the IMF spooking private investors (Radelet and Sachs 1998a, b ). 

16. Because earnings have been so weak, in recent years PIE ratios have at times surpassed 
levels seen in the heady days of the late 1980s, even though stock prices are down substan-
tially. 

17. Commercial land prices in the six largest cities quadrupled between 1985 and 1989; residential 
and industrial land prices rose only slightly less rapidly. Prices peaked in 1991 and plummeted 
in 1992. They then continued to fall steadily. As of late 1997, commercial land prices had al-
most completely retraced their earlier run-up and were back to levels of 12 years earlier. As for 
land prices in the smaller cities, the index of commercial land values for 200-plus cities was 
down "only" 40 percent from its peak, as compared to the 75 percent decline suffered in the 
largest cities (Japan Real Estate Institute 1998). 

18. Remarkably, however, the fraction of GDP devoted to residential investment in Japan surpasses 
that in the United States, despite the U.S. penchant for large and comparatively luxurious 
dwellings and the faster U.S. population growth. 

19. Starting with a revision of the Foreign Exchange Control Law in 1980, Japanese nonbank firms 
gained increased access to foreign banks and foreign and domestic bond and equity markets, 
thereby reducing their dependence on the Japanese banks. Until then, financial regulations had 
ensured that the Japanese banks were the primary beneficiaries of Japan's high savings rate. But 
the increased competition spurred by financial deregulation broke the banks' cartel. (See We-
instein and Yafey 1998.) 

20. See Bank for International Settlements, 67th Annual Report, page 105. 
21. Interest rate deregulation followed the following schedule: November 1991, deposits maturing 

in three or more years and corporate bonds maturing in two years; November 1993, loans (ex-
cept government loans) and deposits maturing in two or more years; December 1994, deposits 
maturing in one or more years; in July 1995, deposits maturing in more than six months and less 
than one year; and in November 1995, demand deposits of three or more months (W .A. Park 
1996). 
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22. The percentage of securities in banks' assets rose from 19.6 percent in 1990 to 32.4 percent in 
1995. Trust accounts, where risky real estate investments could be held without regulatory over-
sight, also grew as a share of bank assets, from 17.9 percent in 1990 to 34.5 percent in 1995 
(W.A. Park 1996). 

23. As of 1994, the only restriction on such borrowing was that over half of the loans must have an 
initial maturity of more than three years. In May of 1995, in an effort to stem domestic invest-
ment growth financed by foreign-currency borrowing through domestic banks, the government 
tightened some of the access regulations, but with little impact on overall borrowing levels 
(OECD Economic Survey, Korea, 1995-1996, p. 136). 

24. While improved accounting and disclosure standards are essential to preventing future crises, 
the transition to new standards can be difficult when the slate is not clean. As better informa-
tion has become available in Asia, it has often alerted investors to the poor quality of credits al-
ready extended. 

25. The IMF has recently recategorized Hong Kong, South Korea, Singapore, and Taiwan (as well 
as Israel) as "advanced" countries because their per capita incomes and industrial structures put 
them on a par with the members of the OECD. 

26. Singapore, in contrast, had achieved even higher levels of investment spending in the early 
1980s, with almost 50 percent of GDP devoted to capital formation. As this earlier episode 
ended with a sharp economic downturn and a scaling back of investment's share, it does not pro-
vide much support for the sustainability of such spending. 

27. Divergence is calculated as [(X, - X,_ 3) - (C, - C,- 3)]/E, where X, is export employment, C, 
is employment in construction and E, is total employment, all in year t. Browne's original anal-
ysis looked at the growth in employment in both construction and real estate relative to the 
growth in export employment. Figure 8 shows only construction employment in order to be 
comparable with the Asian data, which generally include real estate in another employment 
category. 

28. Effective exchange rates are inflation-adjusted averages of exchange rates for a country's im-
portant trading partners. 

29. Businesses may also respond to an appreciating exchange rate by increasing foreign direct in-
vestment overseas. If so, the resulting shift in labor demand will dampen wage costs and, indi-
rectly, consumer prices in the appreciating country. 

30. In time, through wealth and credit channel effects, rising asset prices are likely to lead to some-
what higher prices for the goods and services measured by the consumer price index. 

31. European integration has spurred considerable restructuring and increased competition in Eu-
rope's financial services sector. These forces may also have encouraged the surge in European 
lending to emerging markets. 

32. Topics of debate include preferred exchange rate regimes, the need for restrictions on short-
term capital inflows, the proper approach to financial deregulation and liberalization, and the 
best response to a combined currency/banking crisis. 

33. Mishkin and Posen (1997) explore some of these issues in four countries that have adopted nu-
merical inflation targets for monetary policy, New Zealand, Canada, the United Kingdom, and 
Germany. 
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NOTES 

1. The response of the exchange rate to these different capacity utilization rates is usually left 
rather unclear in these arguments. Exchange rate movements should moderate any effects on 
domestic inflation. In fact, inflation rates routinely vary across countries, as do changes in these 
rates, with exchange rate movements helping to offset these differences. 

2. Most of the conclusions in this paper do not depend on which price measure is used, however. 
The exceptions will be discussed as they arise. 

3. The GDP deflator does not include imports directly. The effect of import prices on both U.S. 
input costs and U.S. export prices, which are included in the deflator, might produce some re-
action of the deflator to foreign capacity utilization. However, this effect would be much less 
direct than the effect on CPI inflation. 

4. Examples of this theoretical discussion can be found in Baldwin ( 1988) and Dixit ( 1989). 
5. Empirical studies of pass-through can be found in Feenstra, Gagnon, and Knetter (1996), 

Gagnon and Knetter (1995), and Froot and Klemperer (1989), for example. 
6. Many countries in Europe have operated well below full employment through most of the 1980s 

and 1990s. As a result, such estimates of potential output in these countries will tend to be bi-
ased down. 

7. One drawback to a simple Phillips curve is that other forces besides each country's domestic 
capacity could affect inflation, such as oil price shocks or the sources investigated in this paper, 
import prices. 

8. Data on unemployment and inflation rates for some of the currently important exporters to the 
United States, such as Mexico and China, are unreliable or unavailable for much of the sample. 
These countries were also much smaller exporters to the United States in the early part of the 
1971-96 sample. 

9. The data show that with more than 90 percent certainty the unemployment rate in France is an 
important determinant of its domestic inflation. 
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10. In fact, examining different specifications for the Phillips curve, such as estimates including oil 
price shocks, did not significantly alter the estimates of the NAIRUs, even though their inclu-
sion often helped lower the standard errors. 

11. Non-oil import prices could also depend on lagged prices and should depend on the exchange 
rate. Which prices to use-lagged import prices or lagged trade-weighted foreign prices, for ex-
ample-is unclear. Both of these price measures were also included in this standard specifica-
tion, along with the trade-weighted value of the dollar, with no effect on the results. 

12. Note that any effect of import prices on U.S. capacity will be captured in the estimation through 
the unemployment rate. Also, Nixon and Nixoff are dummy variables capturing the quarters 
when wage and price controls were instituted and released. 

13. A specification that examined relative price shocks, both import price inflation and oil import 
price inflation relative to U.S. inflation, was also tested. The results were identical. 

14. The shares were based on total U.S. imports from these six countries, so they always summed 
to one. As a result, there is no trend in the foreign excess capacity variable due to any possible 
trend in the weights, although this share appeared to be relatively constant around 50 percent. 

15. A longer sample was used when estimating the foreign NAIRUs since the import weights were 
not needed. The longer sample provides more information about each country's NAIRU. 

16. The significance is unaffected by the number of lags of foreign capacity included in the equa-
tion. Since two lags of the trade-weighted foreign capacity variable are included, the log likeli-
hood ratio testing whether we can reject that the coefficients on the foreign capacity are equal 
to zero is distributed as a chi-square with two degrees of freedom. The critical value for this ra-
tio is 7 .38. Its actual value is 2.8, providing little support that the coefficients are different from 
zero. In general, this result holds for other inflation measures. For the preferred specification of 
the chain GDP deflator, the total CPI, core PPI, and the deflator on personal consumption ex-
penditures, foreign capacity has no statistically significant effect. Only for total PPI does for-
eign capacity appear significant. However, there is little evidence of a robust relationship be-
tween these foreign capacity measures and U.S. inflation. 

17. In column 3, U.S. inflation is estimated as a linear function of the U.S. unemployment rate and 
a nonlinear function of the trade-weighted foreign unemployment gap; as a result, the coeffi-
cients are not comparable. The linear form is maintained for the U.S. unemployment rate, as it 
appears to fit the data better. 

18. The critical value for the significance of the coefficient on foreign capacity is 7 .38, and the log 
likelihood ratio remains far below that value, at 3.8. 

19. The NAIRUs of our six major trading partners were reestimated over the shorter sample be-
cause of the concerns that the NAIR Us in Europe rose substantially in the shorter period. Only 
the estimate of the NAIRU in Italy rose significantly. The results are identical when the NAIRU 
estimates from the longer sample are used. 

20. The critical value for accepting the importance of foreign capacity utilization in U.S. inflation 
in the shorter sample is 7 .38. The actual value of the log likelihood ratio is 6.26, rejecting that 
foreign capacity plays an important role in the determination of U.S. inflation. The rejection is 
stronger if the sample begins in 1980. 

21. The log likelihood ratio is distributed as a chi-square with two degrees of freedom. Its critical 
value is 7.38, while the ratio's actual value is 4.08. 

22. The log likelihood ratio is again distributed as a chi-square with two degrees of freedom. Its crit-
ical value remains 7.38, while its actual value over this shorter sample is 2.96. 

23. All the import price inflation regressions were also estimated including the trade-weighted ex-
change rate. These results are less relevant for this study since it is the total derivative of import 
prices and foreign capacity utilization that we are concerned about, not its partial derivative 
holding the change in the exchange rate constant. However, when the exchange rate was in-
cluded in the import price inflation regressions reported in the text, the foreign capacity vari-
able was more apt to reveal a significant effect on U.S. import prices, although the effect was 
not very robust to different samples or specifications. 
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24. The results are identical over the sample examined in Tables 2, 3, and 4, however. 
25. The constraint on the coefficients on the lagged price variables in the Phillips curve is invalid 

if a subcomponent of the index is run independently. However, as will be discussed later, the 
import deflator prices do differ from the consumer prices, so the import prices are not exactly a 
subcomponent. Furthermore, examining import price inflation relative to U.S. inflation has no 
effect on the results. 

26. Since four lags of all the import price inflation indexes were examined, the likelihood ratio is 
distributed as a chi-square with four degrees of freedom, the critical value of which is 11. l. The 
actual value for the log likelihood ratio for the test of the significance of the coefficients on oil 
import price inflation is 16.02. The value of the likelihood ratio testing whether non-oil import 
price inflation adds to the Phillips curve is 6.52, well below the critical value of 11. l. 

27. The tests in Table 5 were performed with other measures of U.S. inflation. The results ex-
amining total CPI and the deflator for consumer expenditures were consistent with the results 
above; a specification with a statistically selected lag length of past inflation rates always re-
jects the importance of non-oil import price inflation in these other consumer price measures. 
The importance of the non-oil import prices in the PPI is consistently rejected over various 
specifications and samples. Over some specifications, there is some evidence that non-oil im-
port prices influenced inflation of the GDP deflators, both the fixed-weight and the chain-
weighted deflators. Since GDP inflation measures include no imported goods directly, the re-
sult might appear surprising. However, the close correlation between export and import prices 
could explain the result. Even with the GDP deflators, the importance of non-oil import prices 
is not robust to different specifications of the lags in the prices used or the sample selected. 
Other inflation measures do not offer strong evidence of a relationship between non-oil im-
port prices and U.S. inflation. 
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NOTES 

1. The idea that value is fixed by labor effort, called the "labor theory of value," is now generally 
discredited by economists. Still, we make clear distinctions between a good's real cost and its 
money cost. 

2. Western economists of the time were certainly aware of paper money. Chinese notes called 
"chao" were known to have been used as early as the ninth century (they were also said to have 
depreciated rapidly in value). 

3. A common lament in the New World was that paper money was necessary because of a lack of 
metallic coins. 

4. Some historians note that the decision to issue continental currency was made in the conven-
tions that occurred prior to the establishment of the Continental Congress. 

5. See Charles J. Bullock, Essays on the Monetary History of the United States, New York: 
Macmillan, 1990, pp. 64-5. 

6. The French also issued a paper money-"assignats"-around the time of their Revolution, with 
a similar result: They, too, rapidly lost their purchasing power. The French experience with pa-
per money gave rise to the saying, "After the paper money machine comes the guillotine." 

7. Bank notes were taxed out of existence by an act of Congress in 1865. 
8. This is the earliest reference to inflation in the Federal Reserve Bank of Cleveland's library. The 

Oxford English Dictionary shows the earliest reference to be from D. D. Barnard (1838): "The 
property pledge can have no tendency whatever to prevent an inflation of the currency." 

9. Gold and the Currency: Specie Better than Small Bills. Boston: Evans and Plumber, 1855. 
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10. However, "sound money man" Horatio Seymour, the reluctant Democratic candidate for the 
presidency in 1868, is said to have indicated that if elected, he would not support the plan. 

11. Similar in spirit are the following: 

... we must distinguish between inflation and the rise in prices. The one is not neces-
sarily synonymous with the other ... An alteration in the general price level accordingly 
means a change in the relation between goods on the one hand and money on the other. 
Obviously, however, such a change in the relation may be ascribable, in its origin, to ei-
ther of the two elements, the goods or the money. 

-Edwin R. A. Seligman (1921) 

Either the rise in prices might be due to the scarcity of goods or it might be due to the 
superabundance of money, but as a matter of actual historical fact it is, so far as1 know, 
universally true ... that it is the change in the money that makes the changes in the value 
of the money, and not changes in the goods. 

-Irving Fisher 
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NOTES 

1. See, for example, Jones and Manuelli (1990), Barro (1991 ), and Rebelo ( 1991 ). 
2. Fischer ( 1991 ). 
3. Jones and Manuelli (1990) and Gomme (1991) are exceptions. 
4. See, for example, Fischer ( 1993 ). 
5. The cross-sectional average of the time-series average rates of per capita income growth in the 

Summers and Heston (1991) data is around 1.92 percent per year. 
6. Some studies do not arrive at this conclusion. McCandless and Weber (1995) find no correla-

tion between inflation and the growth rate of output. See also Levine and Renell (1992). 
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7. See also Grier and Tullock (1989). 
8. Although we do not study the relationship between inflation volatility and growth here [as does 

Gomme (1991), theoretically], empirical studies have found that more volatile monetary poli-
cies also have depressing effects on growth rates. See Kormendi and Meguire (1985), Fischer 
(1993), and Easterly et al. (1994). One must be careful interpreting this relationship, however, 
since there is a high correlation between the average inflation rate experienced over the period 
in a country and the volatility of the inflation rate. This correlation is reported to be 0.97 in 
Levine and Renelt (1992). 

9. Although these are important differences, one must be careful in interpreting this evidence. As 
discussed in Levine and Renelt ( 1992), a high degree of multicollinearity exists between many 
of the regressors that authors include in these studies. Hence, most of the empirical findings are 
nonrobust in the Learner sense. 

10. See Stockman (1981) and Cooley and Hansen (1989). 
11. For a detailed development of the key issues, see Jones and Manuelli (1990) and Rebelo (1991). 
12. See the Appendix for a description of the technologies and preferences. 
13. See Rosen (1976). 
14. See Benhabib and Perli (1994) and Ladron-de-Guevara, Ortigueira, and Santos (1994). 
15. See Jones and Manuelli (1990) for details. 
16. Chari, Christiano, and Eichenbaum (1995). 
17. Chari, Christiano, and Kehoe ( 1994 ). 
18. Chari, Christiano, and Kehoe (1991). 
19. Jones, Manuelli, and Rossi (1993). 
20. Chari, Christiano, and Kehoe (1994). 
21. Jones, Manuelli, and Rossi (1993). 
22. We run several experiments to test the robustness of our results to our choice of parameters. For 

these experiments, we use the Lucas model of growth along with the CIA in everything model 
of money demand. First, we estimate the length of a period using the Nilson Report's (1992) 
numbers on the fraction of transactions that are completed using cash. The Nilson Report does 
not say exactly what transactions are included in its measure of all transactions. We calibrate 
the model two different ways: We assume that transactions on xh are and are not included in the 
calculations. These calibrations produce estimates of the period length of 1.63 months and 1.02 
months, respectively. In addition, we (as did Chari, Christiano, and Kehoe, 1994) try lowering 
our parameter that determines the elasticity of the labor supply if! to the level 2, while allowing 
the potential workday to vary. Finally, we change the elasticity of substitution between cash 
goods and credit goods from -0.83 to -0.2. None of these experiments results in a significant 
change in the growth effect of inflation. Details of these experiments are available from us upon 
request. 

23. Economic Report of the President (1994). 
24. Economic Report of the President (1994 ). 
25. Porter (1993). 
26. Economic Report of the President (1994 ). 
27. See issues of the U.S. Department of Commerce's Survey of Current Business (1992). 
28. For the purposes of calibration, our Ak model is a version of the Lucas model in which the la-

bor supply is inelastic. This model has all the important qualitative features of the Ak model, 
but it allows tabor share and investment rates to be chosen so as to be close to those seen in the 
U.S. time series. Chari, Jones, and Manuelli (forthcoming) has details. 

29. For the CIA in everything versions of the models, we assume that all of c 1 and a fraction e of 
the c2 and xk expenditures used are subject to the CIA constraint. For the results presented in 
Table 1, we use e = 0.2, since most investment transactions do not use cash directly. We ex-
periment with increasing e over an appreciable range and, although the growth effects are larger 
with larger e, they still fall short of the effect seen in the data. In the next section, we discuss a 
model in which cash is used indirectly for these transactions through the banking system. 
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30. See Greenwood and Smith (forthcoming) for a survey of the theoretical work in this area. For 
recent empirical work, see Roubini and Sal-i-Martin (1992), King and Levine (1993), and Ire-
land (1994). 

31. Our model is similar to the one analyzed by Haslag (1994 ), but ours is more realistic along two 
dimensions. First, Haslag assumes that all capital must be intermediated through banks, while 
we allow the share of bank assets to be endogenous. Second, Haslag uses money only to meet 
reserve requirements, while we use money to facilitate consumption transactions as well. See 
also Valentinyi (1994). 

32. Porter (1993). 
33. For details, see Chari, Jones, and Manuelli (1995). 

REFERENCES 

Barro, R. J. Economic Growth in a Cross Section of Countries. Quarterly Journal of Economics (May 
1991), pp. 407-43. 

Benhabib, J., and Perli, R. Uniqueness and Indeterminacy: On the Dynamics of Endogenous Growth. 
Journal of Economic Theory (June 1994), pp. 113-42. 

Brock, P. L. Reserve Requirements and the Inflation Tax. Journal of Money, Credit and Banking 
(February 1989), pp. 106-21. 

Chari, V. V., Christiano, L. J., and Eichenbaum, M. Inside Money, Outside Money, and Short Term 
Interest Rates. Journal of Money, Credit and Banking (November 1995), pp. 1354-86. 

Chari, V. V., Christiano, L. J., and Kehoe, P. J. Optimal Fiscal and Monetary Policy: Some Recent 
Results. Journal of Moriey, Credit and Banking (August 1991), pp. 519-39. 

Chari, V. V., Christiano, L. J., and Kehoe, P. J. Optimal Fiscal Policy in a Business Cycle Model, 
Journal of Political Economy (August 1994), pp. 617-52. 

Chari, V. V., Jones, L. E., and Manuelli, R. E. The Growth Effects of Monetary Policy. Federal Re-
serve Bank of Minneapolis Quarterly Review vol. 19, no. 4 (Fall 1995), pp. 18-32. 

Cooley, T. F., and Hansen, G. D. The Inflation Tax in a Real Business Cycle Model. The American 
Economic Review (September 1989), pp. 733-48. 

Easterly, W., King, R., Levine, R., et al. Policy, Technology Adoption and Growth. National Bureau 
of Economic Research Working Paper No. 4681 (March 1994), p. 15. 

Economic Report of the President. U.S. Government Printing Office, 1994. 
Fischer, S. Growth, Macroeconomics and Development. In NBER Macroeconomics Annual 1991, 

Vol. 6, Olivier Jean Blanchard and Stanley Fischer eds. MIT Press National Bureau of Economic 
Research, 1991, pp. 329-64. 

Fischer, S. The Role of Macroeconomic Factors in Growth. National Bureau of Economic Research 
Working Paper No. 4565 (December 1993), p. 21. 

Gomme, P. Money and Growth Revisited: Measuring the Costs of Inflation in an Endogenous 
Growth Model. Journal of Monetary Economics (August 1993 ), pp. 51-77. 

Greenwood, J., and Smith, B. Financial Markets in Development and the Development of Financial 
Markets. Journal of Economic Dynamics and Control vol. 21, no. 1 (January 1997), pp. 145-181. 

Grier, K. B., and Tullock, G. An Empirical Analysis of Cross-National Economic Growth 1951-80. 
Journal of Monetary Economics (September 1989), pp. 259-76. 

Haslag, J. H. The Effects of Monetary Policy in a Model with Reserve Requirements. Federal Re-
serve Bank of Dallas Working Paper 94-15 (October 1994). 

Ireland, P. N. Economic Growth, Financial Evolution, and the Long-Run Behavior of Velocity. Jour-
nal of Economic Dynamics and Control (May-July 1994), pp. 815-48. 

Jones, L. E., and Manuelli, R. E. A Convex Model of Equilibrium Growth: Theory and Policy Im-
plications. Journal of Political Economy (October 1990), pp. 1008-38. 

Jones, L. E., Manuelli, R. E., and Rossi, P. E. Optimal Taxation in Models of Endogenous Growth. 
Journal of Political Economy (June 1993), pp. 485-517. 



Inflation, Growth, and Financial Intermediation 623 

King, R. G., and Levine, R. Finance, Entrepreneurship and Growth: Theory and Evidence. Journal of 
Monetary Economics (December 1993), pp. 513-42. 

Korrnendi, R. C., and Meguire, P. G. Macroeconomic Determinants of Growth: Cross-Country Evi-
dence. Journal of Monetary Economics (September 1985), pp. 141-63. 

Ladron-de-Guevara, A. Ortigueira, S., and Santos, M. Equilibrium Dynamics in Two-Sector Models 
of Endogenous Growth. Cuadernos Economicos de ICE (Vol. 58, pt. 3, 1994), pp. 107-35. 

Levine, R., and Renelt, D. A Sensitivity Analysis of Cross-Country Growth Regressions. The Amer-
ican Economic Review (September 1992), pp. 942-63. 

McCandless, G. T. Jr., and Weber, W. E. Some Monetary Facts. Federal Reserve Bank of Min-
neapolis Quarterly Review (Summer 1995), pp. 2-11. 

Nilson Report. Oxnard, California, 1992. 
Porter, R. D. Foreign Holdings of U.S. Currency. International Economic Insights (November-De-

cember 1993), p. 5. 
Rebelo, S. Long-Run Policy Analysis and Long-Run Growth. Journal of Political Economy (June 

1991), pp. 500-21. 
Rosen, S. A Theory of Life Earnings. Journal of Political Economy (August 1976), pp. S45-67. 
Roubini, N., and Sala-i-Martin, X. A Growth Model of Inflation, Tax Evasion, and Financial Re-

pression. National Bureau of Economic Research Working Paper No. 4062 (May 1992), p. 30. 
Sidrauski, M. Rational Choice and Patterns of Growth in a Monetary Economy. The American Eco-

nomic Review: Papers and Proceedings (May 1967), pp. 534-44. 
Stockman, A. C. Anticipated Inflation and the Capital Stock in a Cash-in-Advance Economy. Jour-

nal of Monetary Economics (November 1981), pp. 387-93. 
Summers, R., and Heston, A. The Penn World Table (Mark 5): An Expanded Set of International 

Comparisons 1950-88. Quarterly Journal of Economics (May 1991), pp. 327-68. 
Survey of Current Business, various issues (1992). 
Valentinyi, A. How Financial Development May Affect Growth. European University Institute 

Working Paper, Florence, Italy (1994). 



634 Judd and Motley 

REFERENCES 
Judd, J.P., and Motley, B. 1991. Nominal Feedback Rules for Monetary Policy. Federal Reserve 

Bank of San Francisco Economic Review (Summer). 
McCallum, B. T. 1988. Robustness Properties of a Rule for Monetary Policy. Carnegie-Rochester 

Conference Series on Public Policy 29. 
Parry, R. T. 1990. Price Level Stability. FRBSF Weekly Letter (March 2). 



Has the Fed Gotten Tougher on Inflation? 639 

REFERENCES 

Braun, S. N. 1990. Estimation of Current-Quarter Gross National Product by Pooling Preliminary La-
bor-Market Data. Journal of Business and Economic Statistics, (July) pp. 293-304. 

Greenspan, A. 1995. Testimony before the Committee on Banking, Housing, and Urban Affairs, 
United States Senate (February 22). 

Mehra, Y. P. 1994. A Federal Funds Rate Equation. Mimeo. Federal Reserve Bank of Richmond 
(March). 

Taylor, J.B. 1993. Discretion Versus Policy Rules in Practice. Carnegie-Rochester Conference Se-
ries on Public Policy 39, pp. 195-214. 



Is Inflation Dead? 655 

NOTES 

1. The constant term for the second half is estimated to be just 0.06 lower than the first half, with a 
standard error of 0.26. The coefficient for the level of the unemployment rate is estimated to be 
very slightly smaller (0.005 higher, with a standard error of .0.18). The coefficient for the change 
is estimated to be stronger by 0.48 in the second half, with a standard error of 0.27. 

2. The critical value of the F(4.80)-statistic at the 95 percent confidence level is 5.7. 
3. A test of this constraint, not reported in Table 1, added CPI inflation to the regression. The esti-

mated coefficient was-0.05 with a standard error of 0.04. In other words, the freely estimated 
sum of the inflation coefficients is 0.95 and is insignificantly different from 1.0. 

4. Rising stock prices mean that employers do not have to contribute as much to fund their plans as 
they would otherwise. 

5. At times changes have been made to the methodology used to measure the Consumer Price 
Index. In the early 1980s, for example, a switch was made to the calculation of the cost 
of home ownership, changing to a rental equivalence cost from an estimate of the cost of 
home purchase. Such changes are thought to have made the CPI a more accurate measure 
of "true" inflation. However, because the CPI is not revised historically to reflect these 
methodological enhancements, it does not provide a measure of inflation that is consistent 
over time. 
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NOTES 

1. Dow Jones News Service, January 7, 1997. 
2. Our analysis expands on results that we presented in two earlier papers. See Lown and Rich 

(1997a, 1997b). 
3. Gordon (1996), however, obtains an estimate of 5.3 percent for the NAIRU starting in 1996. 
4. Gordon's work (1970, 1975, 1977, 1982, 1990) is prominent in the literature on the estimation 

of the Phillips curve. 
5. See King and Watson (1994), Tootell (1994), Fuhrer (1995), King, Stock, and Watson (1995), 

and Gordon (1996). 
6. The estimation of "expectations-augmented" Phillips curves is the result of work by Phelps 

(1967) and Friedman (1968), who developed the natural rate hypothesis and drew the distinc-
tion between the short-run and long-run Phillips curve trade-off. 

7. For detailed definitions and sources of data, see the Data Appendix. 
8. The results are little affected when the unemployment rate instead of the output gap is used to 

measure aggregate demand pressure. Potential GDP measures the full-employment level of out-
put or the output level at which there is no tendency for inflation to accelerate or decelerate. The 
level of potential GDP grows over time because of the increased availability of resources (land, 
labor force, capital stock, and the level of technology). Because potential GDP is not directly 
observable, several techniques have been developed to calculate estimates of the series. A com-
plete review of these techniques and an evaluation of the alternative potential GDP series are 
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beyond the scope of this paper. As noted in the Data Appendix, we employ a staff estimate of 
potential GDP to construct the output gap variable. 

9. Commodity prices and/or an exchange rate term have been used as supply shock variables in 
some price-inflation Phillips curve models. We do not include these terms in our specification, 
however, because we found their effects to be small and statistically insignificant. The absence 
of a strong link between commodity prices and inflation is consistent with evidence presented 
by Blomberg and Harris ( 1995), who document a recent decline in the predictive power of com-
modity prices for inflation. 

10. We exclude the net negative real oil price change variable from equation I because the variable 
displays quantitatively and statistically insignificant effects. 

11. The compensation growth Phillips curve described later in the text includes dummy variables 
to capture the effects from the imposition and relaxation of wage and price controls during the 
1970s. We exclude these dummy variables from the traditional price-inflation Phillips curve 
because they were found to be statistically insignificant. Alternative dating schemes for the 
dummy variables (Gordon 1982) also proved to be unimportant in explaining the dynamics of 
inflation during the 1971-75 period. 

12. This test yields an F-statistic, which is distributed asymptotically as F with (m, n -k) degrees of 
freedom under the null hypothesis. The values of n and n +m refer to the number of observa-
tions in the first subperiod and the total sample, respectively. The value of k refers to the num-
ber of parameters in the model. 

13. This test yields a likelihood ratio statistic, which is distributed asymptotically as chi-square with 
k degrees of freedom under the null hypothesis. 

14. We also looked for evidence of parameter instability using the CUSUM and CUSUMSQ tests 
proposed by Brown, Durbin, and Evans (1975). The tests are based on recursive residuals, with 
the CUSUM test primarily used to detect gradual structural change and the CUSUMSQ test 
used to detect sudden structural change. The tests provided no evidence of parameter instabil-
ity. 

15. The dynamic simulation yielded similar results for the 1994-96 period. 
16. Meyer (1997) notes that the declines in computer prices and import prices over the current ex-

pansion may also be acting as temporary supply shocks helping to restrain inflationary pres-
sures in the economy. Moreover, as an additional explanation for the inflation puzzle, he cites 
firms' inability to raise prices because of increased international competitive pressures. We do 
not address these factors in this paper and instead restrict our attention to the two explanations 
that concern labor market phenomena. Further, while our analysis is not exhaustive, we never-
theless believe that it is instructive to evaluate these explanations before considering alternative 
hypotheses. 

17. Our focus on compensation growth is also motivated by the idea that the pricing decision of a 
firm should be based on a consideration of its total labor costs rather than the behavior of the 
wage and benefit components of these costs. In addition, the data preclude us from obtaining 
observations on wages and benefits separately over the full sample period. The employment 
cost index, which provides measures of wages and benefits, is only available beginning in 1980 
for the nonfarm sector. 

18. We modify the traditional price-inflation Phillips curve to include unit labor costs rather than 
compensation per hour because it is the behavior of compensation growth relative to produc-
tivity growth that is relevant for describing the dynamics of the inflation process. That is, greater 
productivity growth will act to offset the inflationary pressure on prices arising from an increase 
in compensation growth. 

19. Note that our model does not allow us to examine whether a shift in the Federal Reserve's in-
flation fighting credibility has changed the inflation process by directly altering inflation ex-
pectations. Such an examination is beyond the scope of this paper and would involve estimat-
ing a separate equation for inflation expectations and including some measure of Federal 
Reserve credibility as an explanatory variable. Previous evidence, however, suggests that such 
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a shift has not taken place. Blanchard ( 1984) notes that similar types of Phillips curves remained 
stable even after the 1979 change in Federal Reserve operating procedures. 

20. As the value of the test statistics in Table 2 indicates, the Chow tests fail to reject the null hy-
pothesis of parameter stability at conventional significance levels. However, this result is not 
particularly informative because the Chow tests also failed to reject the null hypothesis of model 
stability for the traditional Phillips curve. 

21. The increase in the forecasted value for inflation primarily reflects the influence of a change in 
the output gap and the oil price variable. 

22. For definitions of the data and their sources, see the Data Appendix. 
23. For example, we could follow the approach of Fuhrer (1995), who assumes a value of 6 percent 

for the NAIRU, and use the unemployment gap (the difference between the actual level of un-
employment and the NAIRU) instead of the unemployment rate as an explanatory variable in 
equation 3. This approach, however, would not affect the regression results other than to change 
the estimated value of the constant term. 

24. Fuhrer ( 1995) also finds an absence of significant rate-of-change effects for the unemployment 
rate in wage-inflation Phillips curve models. 

25. The definition of the dummy variable is from Englander and Los (1983). 
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NOTES 

l. The main advantage of the ECI over two other common compensation measures-the monthly 
average hourly earnings series (which excludes benefits) and the nonfarm business sector com-
pensation measure-is that it controls for the impact of shifts in the mix of jobs by measuring 
wages and benefits for a fixed set of industries and occupations. It is also designed to remove the 
influence of changes in the volume of overtime worked on reported hourly compensation. One 
disadvantage of the ECI is that it does not adjust for changes in productivity growth; however, a 
related measure-unit labor costs-which does control for productivity changes, cannot be reli-
ably decomposed into goods and services. 

2. Over time, however, rents are influenced by general wage increases in the sense that the result-
ing higher consumer incomes boost the demand for housing. 

In the CPI, the cost of owner-occupied housing is expressed in terms of "owners' equiva-
lent rent," meaning the imputed value of the services provided by the housing unit. In practice, 
the estimation of owners' equivalent rent is largely based on observed rents paid for compara-
ble housing units in similar locations. 

3. To be precise, the BLS (U.S. Department of Labor 1997, p. 170) defines a category's relative im-
portance as the "share of total expenditures" for which the category would account "if quantities 
consumed were unaffected by changes in relative prices and actually remained constant [at the 
fixed 1982-84 weight]." Thus, over time, relative importance increases for categories in which 
prices are rising faster than the overall CPI and decreases for categories in which relative prices 
are falling. In January 1998, the BLS plans to introduce updated weights January 1998, the BLS 
plans to introduce updated weights reflecting 1993-95 spending patterns. 

4. Specifically, we performed Granger-causality tests in which the seasonally adjusted change in 
the CPI for each quarter was regressed on lagged values for the quarterly change in the ECI, as 
well as its own lagged values, and then conducted an F-test for joint significance of the lagged 
ECI variables. In the case of goods using three lags, the F-statistic on the lagged ECI variables 
was .69, with a significance level of 56.4 percent. Tests using different numbers of lags yielded 
similar results. 

5. For three lags, the F-statistic was 6.31, with a significance level of 0.1 percent. 
6. The standard error of this estimate is 0.17 percentage point. 
7. For two lags, the F-statistic for a link from labor-cost-sensitive services to labor-cost-sensitive 

goods was 4.98 (significance level 1.09 percent), with a .34 point cumulative impact (standard 
error .14). In the case of a link from services to all other items, the F-statistic was 5.42 (signifi-
cance level .75 percent), with a cumulative impact of .40 point (standard error .22). 
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NOTES 

1. See P. Passell, A Pulse that Lingers, New York Times, July 22, 1997, p. Al. 
2. See A. Freedman, The New Look in Wage Policy and Employee Relations, Report No. 865, The 

Conference Board, 1985. 
3. See D. I. Levine, Fairness, Markets, and Ability to Pay: Evidence from Compensation Execu-

tives, American Economic Review, vol. 83, no. 5 (December 1993), p. 1248. 
4. The marginal physical product is the addition to output made by the last worker hired. 
5. Several simplifications are implicit in this move from microeconomic wage determination to the 

aggregate relationship. Notably, both the price and marginal products must be correctly aggre-
gated for the simple relationship to hold, yet the aggregate data series are not even intended for 
this purpose. For example, productivity is measured on an average, rather than a marginal, basis. 
These are reasons to examine how well the relationship performs using actual data over an ex-
tended period. 

6. The FRBC chooses participants in each city as representative of the area's employers. Although 
the survey has been conducted annually, the month for which data are collected has changed sev-
eral times since 1955. All data, including the CPI and productivity figures, refer to the period be-
tween the preceding survey and the one conducted that year. In most cases, this is a 12-month 
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span, but occasionally the interval is less or more than a year. How well do the CSS wages 
reflect national trends? The year-to-year changes usually follow the national pattern closely 
(when U.S. wage-change data are available), but characteristics specific to this region have also 
caused its wage levels to change relative to the nation's. In general, Cleveland, Cincinnati, and 
Pittsburgh are more urban, have more cyclically sensitive employment, and have undergone 
more industrial restructuring than the United States as a whole. Before the 1980s, wages in these 
three cities were higher than the national average, but now they are on par with the rest of the 
country. 

7. This has resulted from increases in both mandated benefits (such as the employer's contribution 
to the Social Security fund and unemployment insurance premiums) and voluntary benefits (such 
as health care insurance and paid vacation days). 

8. Occupations in which overtime is a standard, continuing feature of the compensation structure 
are assigned a rate that exceeds the base wage, on the basis of typical overtime levels within the 
occupation. 
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NOTES 

1. With chain-weights, price indexes and quantity indexes are calculated separately for components 
of GDP and therefore the difference between nominal GDP and real GDP growth is only ap-
proximately equal to the change in the GDP price index. With fixed-weights, the GDP deflator 
is defined as the ratio of nominal to real GDP and hence the gap between nominal and real GDP 
growth rates is precisely equal to the growth rate in the GDP deflator. 

2. See Barro (1996) and Eijffinger, Schaling, and Hoeberichts (1998). 
3. See Bruno and Easterly (1996). 
4. See Friedman and Schwartz (1963). 
5. Despite M2's imperfections as a cyclical indicator, the Conference Board's monthly Leading In-

dicators Index includes M2 relative to the price level as one of its 10 components. 
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6. The faultiness of interest rates as measures of monetary policy in a non-inflationary environment 
was evaluated in Dewald (1963). 

7. The analysis rests on the assumption that the real rate of interest equals the rate of growth of real 
GDP, when both series are averaged over a moderately long period of time. This condition arises 
in theoretical models in which consumers are Ricardian and the rate of time preference is zero. 
The condition that the real interest rate is equal to the real output growth rate arises in theory since 
real GDP growth is acting as a proxy for an equilibrium rate of return on investment. It would be 
appropriately expressed in per capita terms. Per capita GDP growth has slowed more than over-
all GDP growth over the period plotted on Figure 6. Therefore, current inflation credibility would 
have fallen even more relative to its level in the late 1950s and early 1960s than indicated on Fig-
ure 6, if per capita real GDP growth had been used to proxy the equilibrium rate of return on in-
vestment. 
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NOTES 

1. The fifteen members of the EU are Austria, Belgium, Denmark, Finland, France, Germany, 
Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal, Spain, Sweden, and the UK. All 
but four members are participating in the fust round of EMU. Denmark, Sweden, and the UK 
are not participating for domestic political reasons; Greece failed to meet the convergence cri-
teria laid down in the Maastricht Treaty but intends to join as soon as possible. 

2. EMU countries' notes and coins will continue to circulate until 2002; however, they no longer 
exist as currencies in their own right but as nondecimal denominations of the euro. There are 
several reasons for the three-year transition before the euro acquires a physical form. First, it 
will take time to adapt the physical payments infrastructure in each of the participating coun-
tries to the new notes and coins. In 1995, there were some 3.15 million vending machines and 
130,000 ATMs in the EU; such machines will have to be recalibrated to accept the new cur-
rency. Second is the magnitude of the task of replacing national currencies. Printing enough 
banknotes and minting enough coins to replace all the existing notes and coins will take time. 
In 1994, more than 12 billion banknotes and 70 billion coins circulated in the EU, with a com-
bined weight of 300,000 metric tons. Minting of euro coins began in May 1998. Finally, the 
transition allows businesses and the general public to become familiar with the new currency 
before having to use it for all transactions. During the transition, the no-compulsion, no-prohi-
bition principle governs the use of the euro. 

3. For a recent analysis of the unemployment problem in Europe, see Ljunqvist and Sargent 
(1998). 

4. For this article, the significance of the Committee of Governors is that the economic unit cre-
ated to support the committee would subsequently form the cadre for the European Central 
Bank. 

5. For a textbook review of the major issues, see De Grau we (1997). See also Feldstein ( 1997) and 
Wyplosz (1997). 

6. Actually, many features of the ESCB are modeled on Deutsche Bundesbank, which is modeled 
on the Federal Reserve System. See Deutsche Bundesbank (1995). 

7. Maastricht Treaty Protocol (no. 3) on the Statute of the European System of Central Banks and 
of the European Central Bank, Article 12.1. 

8. The FOMC in its current form, with the Board of Governors enjoying a permanent majority, did 
not come into being until 1935. When the Federal Reserve System was established in 1914, it 
was thought discount lending would be the primary tool of monetary policy, with individual Re-
serve Banks having considerable discretion to set discount rates. It was not until the 1920s that 
the potential of open market operations was discovered. In the spring of 1922 the Committee of 
Governors on Centralized Execution of Purchases and Sales by Federal Reserve Banks was es-
tablished to coordinate the actions of the System. This committee was reconstituted as the Open 
Market Investment Committee (OMIC) in 1923, consisting of representatives of the Boston, 
New York, Philadelphia, Cleveland, and Chicago Reserve Banks, under the chairmanship of the 
New York Bank. The OMIC was disbanded in 1930 and reconstituted as the Open Market Pol-
icy Conference, composed of representatives from all twelve Reserve Banks. The Banking Act 
of 1933 established the FOMC, consisting of representatives of the twelve Reserve Banks and 
the seven Board of Governors members. The Banking Act of 1935 altered the FOMC's com-
position to give the seven Board members a vote in open market policy and, more importantly, 
reduce the representation of the Reserve Banks to five members. This gave the Board of Gov-
ernors a permanent majority. 

9. Federal Reserve Act, Section 4.20. 
10. See, for example, the schematic diagrams of the informal power structure of the Federal Re-

serve System in any intermediate money and banking textbook. 
11. Statute of the European System of Central Banks and of the European Central Bank, Articles 

10 and 13. 
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12. Statute of the European System of Central Banks and of the European Central Bank, Article 13. 
13. European Central Bank (1998b). 
14. Federal Reserve Act, Section 10.1. 
15. Article 2 of the treaty states that "the Community shall have as its task, by establishing a com-

mon market and an economic and monetary union and by implementing the common policies 
or activities referred to in Articles 3 and 3a, to promote throughout the Community a harmo-
nious and balanced development of economic activities, sustainable and non-inflationary 
growth respecting the environment, a high degree of convergence of economic performance, a 
high level of employment and of social protection, the raising of the standard of living and qual-
ity of life, and economic and social cohesion and solidarity between the Member States." Arti-
cle 3a of the treaty states: "Al. For the purposes set out in Article 2, the activities of the Mem-
ber States and the Community shall include, as provided in this Treaty and in accordance with 
the timetable set out therein, the adoption of an economic policy which is based on the close co-
ordination of the Member States' economic policies, on the internal market and on the defini-
tion of common objectives, and conducted in accordance with the principle of an open market 
economy with free competition. 2. Concurrently with the foregoing, and as provided in this 
Treaty and in accordance with the timetable and the procedures set out therein, these activities 
shall include the irrevocable fixing of exchange rates leading to the introduction of a single cur-
rency, the ECU [European currency unit], and the definition and conduct of a single monetary 
policy and exchange-rate policy the primary objective of both of which shall be to maintain 
price stability and, without prejudice to this objective, to support the general economic policies 
in the Community, in accordance with the principle of an open market economy with free com-
petition. 3. These activities of the Member States and the Community shall entail compliance 
with the following guiding principles: stable prices, sound public finances and monetary con-
ditions and a sustainable balance of payments." 

16. Other provisions in the treaty further reinforce the mandate for price stability. First, Article 2 of 
the statute repeats Article 105 of the treaty. Article 2 of the treaty makes the promotion of non-
inflationary growth one of the European Community's objectives. Article 3 of the treaty states 
that the primary objective of both monetary and exchange rate policy following the start of 
monetary union "shall be to maintain price stability." Article 3 of the treaty also states that 
achieving stable prices is one of the guiding principles of the Community. 

17. Alesina and Grilli (1992) evaluate the political and economic independence of the ECB using 
the same criteria as other authors to construct quantitative indexes of central bank indepen-
dence. They find that the ECB will enjoy the same degree of political and economic indepen-
dence as the Bundesbank, which is somewhat more independent than the Fed. 

18. Statute of the European System of Central Banks and of the European Central Bank, Article 
14.2. 

19. Posen (1993) is more sanguine about the ECB's prospects, arguing that it will have important 
political support from the European financial community. 

20. Alesina and Grilli (1992) use the terms political independence and economic independence to 
refer to essentially the same things. 

21. European Central Bank (1998a). 
22. See, for example, Friedman and Schwartz (1963) and Timberlake (1993). 
23. As Fischer ( 1994, 304) notes, "Monetary and exchange rate policies cannot be independent. Un-

der floating rates, monetary policy affects the exchange rate. Thus the government cannot have 
control over exchange rate policy while the central bank has control over monetary policy. The 
government should have the authority to choose the exchange rate regime. If it chooses a fixed 
exchange rate regime, it has then essentially-though not completely-determined monetary 
policy. While a central bank can be more or less independent of the government in a fixed ex-
change rate regime, its independent ability to determine the rate of inflation and interest rates is 
sharply curtailed." See also Giovannini (1993). 

24. See, for example, Ungerer (1997) and Gros and Thygesen (1998). 
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25. See, in particular, Buiter (1998a, 1998b). 
26. Issing (1994) argues along these lines. 
27. For analyses of inflation targeting as a strategy for monetary policy, see Haldane (1995), Lei-

derman and Svensson (1995), and Bemanke and Mishkin (1997). 
28. See Goodfriend ( 1993). 
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NOTES 

1. The Fed also sets the discount rate, which is the rate charged banks when they borrow reserves 
from the Fed, and required reserve ratios, that is, the percentage of their deposit liabilities that 
banks are required to hold in the form of vault cash or deposits at Federal Reserve Banks. Nei-
ther is changed frequently, however, and open market policy is the principal mechanism by 
which the Fed conducts monetary policy. 

2. See Campbell ( 1995) for more detail about the term structure of interest rates and empirical ev-
idence on the expectations hypothesis. 

3. Thomas T. Vogel, Wall Street Journal, February 7, 1994, p. Cl. 
4. See Dotsey and De V aro ( 1995) for empirical evidence suggesting that much of the disinflation 

of the early 1980s was unanticipated by the public. 
5. See Pakko (1995) for a detailed description of FOMC policy moves during 1994 and Gavin 

(1996) for a discussion of policy moves during 1995. 
6. Thornton (1996) finds that financial market volatility has been lower around the time of FOMC 

meeting dates since the policy of announcing federal funds rate changes was implemented. 
7. Statement before the Joint Economic Committee, United States Congress, January 31, 1994. 

Federal Reserve Bulletin (March 1994, p. 233). 
8. Joseph Liro, chief economist at S. G. Warburg, quoted by Thomas D. Laurencella and Laura 

Young, Wall Street Journal, February I, 1994, p. C23. 
9. John Lipsky, chief economist at Salomon Brothers, quoted by Thomas T. Vogel, Wall Street 

Journal, February 7, 1994, p. Cl 9. 
10. Dave Kansas, Wall Street Journal, May 17, 1994, p. C2. 
11. Federal Reserve Bulletin, July 1994, p. 610. 
12. David Wessel, Wall Street Journal, May 18, 1994, p. A3. 
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13. See, for example, Dave Kansas, Wall Street Journal, January 31, 1996, p. Cl. 
14. For example, see Dave Kansas, Wall Street Journal, February 15, 1996, p. Cl. 
15. Vogelstein and Jereski, Wall Street Journal, March 11, 1996, p. Cl. 
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NOTES 

1. For representative examples see Smith (1991), Kaufman (1995), Donaldson (1992), 
Bartholomew, Moe, and Whalen (1995), and Eichengreen and Portes (1991). See Benston and 
Kaufman (1995) for a review of the evidence on fragility. 

2. Eichengreen and Portes ( 1991) require declines in real output for a true financial crisis to occur. 
3. Before 1910, however, the most common yield curve in the United States was downward-slop-

ing. 
4. It is generally argued that the theory as put forth by Minsky is not a unified theory that yields 

testable hypotheses. See, for example, Sinai (1977), Lintner (1977), Mishkin (1991 ), and 
Schwartz (1986). 

5. Minsky argues that the ability to intervene is directly correlated with the size of government: 
and big government, with its revenue capacity, has the resources to support, through fiscal and 
monetary policies, a longer run-up of leverage. Also, through its lender-of-last-resort capabili-
ties, it can soften the landing during an exogenous shock period by supporting a gradual rather 
than precipitous liquidation of assets. It thereby avoids the corresponding collapse of credit, 
bank failures, and destruction of the money supply. 

6. For other examples of models in this mode see Haubrich and King (1984), Cone (1983), Jack-
lin (1987), Wallace (1988), Bhattacharya and Gale (1987), Smith (1991), and Chari (1989). 

7. In the Diamond and Dybvig (1983) model there is really no nonbank money in circulation. In-
dividuals deposit a real consumption good in the bank in exchange for a deposit or warehouse 
receipt. This consumption good is close, but not identical, to specie. 

In early U.S. banking, it was not uncommon for notes issued by out-of-area banks to trade at 
discounts, which reflected several factors, including transportation and transaction costs, lack 
of information on the issuing bank, and uncertainties about the creditworthiness of the issuing 
bank. This lack of par clearance in no way affected the ability of state bank notes to function as 
money. 

8. For discussions of the evidence on runs see Kaufman (1988) and Gorton (1987). 
9. Because of the way the model is constructed, runs necessarily have an adverse impact on the 

real economy. 
10. For a discussion of these early bank runs see Kaufman (1988) or Bryant ( 1980). 
11. Clearinghouses and other banks in the region often provided temporary credit to institutions 

experiencing liquidity problems (see Kaufman 1988). Kaufman (1994) notes that bank capital 
ratios were substantially higher during this period than they were after deposit insurance was 
introduced. 

12. Although Schwartz articulates this view, she clearly does not believe it is correct or that the poli-
cies designed to protect against the events are appropriate. 

13. The exception is the panic of 1873. 
14. As a robustness test, he also reruns the analysis using monthly data as Gorton does and gets 

similar results to those found by Gorton. He concludes that monthly data are too spaced out to 
provide a sharp test of the hypothesis. 
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15. A more complete test of the Gorton-Mishkin-Park hypothesis about information asymmetries 
would be provided by examining fund flows from individual solvent and insolvent institutions. 
Relying upon aggregate statistics can be only circumstantial, not conclusive. 

16. The Roosevelt administration, following the declaration of the bank holiday on March 6, 1933, 
employed this same policy. 

17. Smith ( 1991) does provide a model in which banks are permitted to hold funds at a Reserve City 
bank. Bhattacharya and Gale ( 1987) provide a model with geographically dispersed depositors 
and banks. Again, however, these models only look at the interdependence among banks 
through the interbank deposit markets. 

18. See also the discussions in Haubrich (1990), Bordo (1986), and Williamson (1989). All em-
phasize the advantages over U.S. banks that banks in Canada and other countries that permitted 
branching had in weathering panics. Calomiris and Schweikart (1991) have explored in detail 
for the United States the effects that structure had on failure rates in different states with dif-
ferent branching statutes. They show that branch banks had both lower failure rates and in gen-
eral paid lower premiums on their notes during the crisis of 1857 than banks in other parts of 
the country. 

19. Specifically, the monetary base included gold coin, gold certificates backed 100 percent by 
gold, silver dollars, silver certificates, other small silver coins. U.S. notes and other Treasury 
fiat, and national bank notes. See Tallman and Moen (1993). 

20. Tallman and Moen (1993) indicate that this uncertainty was greatly reduced with the discovery 
oflarge gold supplies in the late 1890s. 
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NOTES 

1. This taxonomy was introduced by Frank Knight. See Risk, Uncertainty, and Profit. Chicago: 
University of Chicago Press, 1971 (1921). 

2. Others describe the origins of crises by suggesting that an objective distribution of possible out-
comes of investments includes a significant region of bad results. This region (sometimes re-
ferred to as the "fat tail" of the distribution) reflects the slight, but not negligible chance of si-
multaneous losses to many investors in a crises. Investors are shortsighted, however, in ignoring 
this region of possibilities when constructing portfolios and, therefore, surprised when it actually 
materializes. 

3. Or they may not. Suppose, instead, that these governments heed the advice of those who would 
throw more sand in the gears of cross-border financing to discourage susceptibility to capital 
flight. A turnaround tax on capital withdrawn within a few months or a year of entering a coun-
try is a popular suggestion. The approach might work, just as capital controls seem to have 
worked for most nations during and after World War 11, but at the cost of a less efficient global 
allocation of capital. If regulation were to be part of the reform process, it would make more 
sense to remove regulations that discourage long-term capital flows than to add regulations that 
discourage short-term capital flows. 

4. An interesting exception has been proposed by Howell E. Jackson in "The Selective Incorpora-
tion of Foreign Legal Systems to Promote Nepal as an International Financial Services Center," 
forthcoming in an Oxford University Press symposium volume on regulatory reform. His sug-
gestion is that firms be permitted to establish operations in Nepal if they agree to abide by their 
home countries' regulations and submit their Nepalese operations to their home countries' su-
pervision. 
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NOTES 

1. Based on "cleanup" costs of $165 billion. Hellmann, Murdock, and Stiglitz (2000) recently put 
the figure at $180 billion or 3.2 percent. 

2. Drawing upon information from Standard and Poor's Sovereign Ratings Service (issues June 
1999, November 1999, and December 1999) and the World Bank, the costs (as a percent of 
GDP) of bank recapitalization were estimated to be Korea, 24 percent; Malaysia, 22 percent; 
Thailand, 35 percent; and Indonesia, 65 percent. Kaufman (1999, table 2) puts the range at 45 
percent to 80 percent. 

3. The 6 percent figure is from a January 27, 2000, press release of the Financial Supervisory 
Agency of Japan. Others place the figure even higher: Hellmann, Murdock, and Stiglitz (2000) 
say nonperforming loans may approach 25 percent of GDP. 

4. The previous cost figures (for example, 20 percent to 65 percent resolution costs) are not mea-
sures of welfare loss; they are simply transfers between agents in the economy. But welfare 
losses are typically associated with these transfers as a result of market distortions and the 
resulting inefficiencies. For example, the International Monetary Fund estimates that crises-in-
duced output losses (actual versus trend growth) have been in the range of 17-18 percent (see 
Kaufman, 1999, table 1). Additionally, there could be welfare losses on a regular ongoing ba-
sis (not just during the crisis) as inefficient investments are undertaken. Thus, losses associated 
exclusively with crises probably understate the true welfare costs. 

5. For the two worst quarters of the Asian crisis the annualized rates of GDP decline were over 25 
percent for Indonesia, Korea, Thailand, and Malaysia. In the U.S., over the 1929-33 period 
GNP decreased by nearly 50 percent-about 15 percent per year. While the declines in the 
Asian crisis were less persistent than the Great Depression, the rate of decline was comparable. 

6. This is further discussed in Marshall (1998) and Dooley (1999). 
7. The twin-crisis hypothesis is associated with Kaminsky and Reinhart ( 1999) and Burnside et al. 

(1999). It should be emphasized that this may not be the sole explanation of what occurred in 
the Asian crisis. 

8. This is consistent with arguments that suboptimal investments were undertaken in the Asian 
crisis countries. For example, a standard measure of investment efficiency is the "incremental 
capital output ratio" (ICOR), defined as the ratio between the investment rate and the rate of 
output growth. Higher ICOR implies less efficient investment. Corsetti, Pesenti, and Roubini 
( 1999) show that for most East Asian countries, ICOR increased sharply in 1993-96, relative to 
1987-92. They also claim that a substantial fraction of the new investment was directed toward 
real estate, as opposed to increased manufacturing capacity. Indirect evidence that this real es-
tate investment was inefficient comes from data on rental yields for commercial office build-
ings. The yields were quite low (and vacancy rates quite high) before the onset of the crisis. 
Also, the rate of nonperforming loans before the crisis was above 15 percent in Thailand, Ko-
rea, Indonesia, and Malaysia. In 1996, 20 of the 30 largest Korean conglomerates showed a rate 
of return on invested capital below the cost of capital. While certainly not definitive, these pat-
terns are consistent with less prudence on the part of investors. 

9. This figure (3.66 percent of GDP in 1999) and the general discussion that follows are based on 
Hervey and Kouparitsas (2000). 

10. This increase in the current account could be associated with either the "wealth effect" from the 
financial side or from demand side effects resulting from the strong U.S. economy. Again, while 
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both are operative, the data appear consistent with the wealth effect having an impact as de-
scribed here. While the U.S. current account has been in deficit during most of the 1990s, the 
biggest increase occurred during 1998 and 1999; a timing that is consistent with the Asian cri-
sis. Additionally, if driven by increased demand for foreign goods by U.S. consumers, it would 
result in increases in domestic interest rates. If the deficit was driven by an increased supply of 
foreign capital to the U.S., it would result in decreases in rates. In fact, the recent acceleration 
in the current account deficit was associated with a fall in medium- and long-term U.S. interest 
rates. This is consistent with the wealth effect argument. 

11. Controls were imposed in August-September 1998. 
12. See Renaud, Zhang, and Koeberle (1998). 
13. Baer and Mote (1992) present evidence showing the rate of loss per dollar of deposits in the 

1980s exceeded that experienced during the Depression years. 
14. Boyd and Rolnick (1998) argue that" ... before 1933, banks held much more capital than they 

now do. In fact, from 1844 to 1900, average capital ratios exceeded 20 percent of assets. In re-
cent years, the average has been around 6 percent." Indeed, steady bank capital declines after 
1930 were a major reason for the introduction of explicit bank capital requirements in the early 
1980s. For a discussion of bank capital trends, and a discussion of why reported capital levels 
after 1930 are actually overstated, see Kaufman (1992). 

15. Examples of specific proposals include U.S. Shadow Financial Regulatory Committee (2000) 
and Evanoff and Wall (2000). 

16. Examples of the evidence in Asia include 1) the fact that the relative stock market valuation of 
the banking sector in Thailand started to decline in mid-1994, and 2) the IMF was "warning" 
the Thai government of economic misalignments for over two years prior to the onslaught of 
the crisis; see Lissakers (1999). The U.S. empirical evidence on the market's ability to distin-
guish between banks is summarized in Kwast et al. (1999). 

17. The difference between the behavior of uninsured depositors and subordinated debtholders is 
driven by their different maturity structures. 

18. Detailed information for individual banks concerning loan customers, status ofloans, past dues, 
and so forth, is accessible via the Central Bank of Argentina's website. 

19. See, for example, Calomiris and Powell (2000). They also provide evidence that banks are re-
sponding to this increased market discipline. They find that banks that were in compliance with 
the requirement before the Asian crisis were stronger (lower default risk), had faster deposit 
growth, and paid lower deposit interest rates than the banks not in compliance. 
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NOTES 

1. Linton Weeks and John Berry, "The Shy Wizard of Money: Fed's Enigmatic Greenspan Moves 
Easily in His Own World." Washington Post, March 24, 1997, sec. A. 

2. Money is said to exhibit long-run neutrality if permanent changes in the level of the supply of 
money have no long-run effects on real interest rates or the growth rate of real output. In this 
case, the levels to which prices and other nominal variables will increase are postulated to vary 
one for one with changes in the level of the money supply. Similarly, an economy is said to dis-
play long-run superneutrality if permanent changes in the rate of growth of the money supply 
have no long-run effects on either real interest rates or the rate of output growth, and the rates 
of inflation and other nominal variables are postulated to vary one for one with changes in the 
rate of growth of the money supply. 

3. If monetary policy has real effects only because of money illusion then it is likely these effects 
will be very limited in scale. On the other hand, if monetary policy derives its real effects from 
other sources, then its short-run effects may be relatively large. Thus, limited short-run real ef-
fects may go hand in hand with long-run superneutrality while deviations from long-run su-
perneutrality may produce powerful short-run effects. 
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4. In particular, as stated, this description of the quantity theory is really more of an accounting 
identity than a theory that qualitatively relates money to relevant macroeconomic variables. An 
accounting identity does not specify what is a given in the analysis and how different variables 
will change as a result of alternative policy changes. A theory or model, on the other hand, is 
specific about what is assumed to be exogenous to the model as well as what is determined 
within it and how different variables react to exogenous changes. A number of complimentary 
assumptions were really necessary for this equation to spell the list of properties Fisher attached 
to the quantity theory. 

5. For this explanation to make sense some additional assumptions are required. See Espinosa and 
Russell ( 1997) for an explanation of these assumptions. 

6. For a detailed nontechnical description of Lucas's contribution see Espinosa and Russell 
(1997). 

7. Of course, if fiscal and monetary policy interactions led not only to long-run output level 
changes but to output growth changes, the Tobin effect could be of more significance. 

8. In principle, of course, there exists the possibility that such a swap of liabilities results in no ef-
fects either real or nominal, either in the short or long term (a case made by Wallace 1984 and 
Sargent and Smith 1987 but not reviewed here), but under most circumstances it will. 

9. The debt-GDP ratio cannot continue to grow forever. Otherwise, at some point the debt would 
get so large relative to households income that it would be impossible for them to save enough 
to hold it. 

10. This term seems to have been first used by Miller and Sargent (1984). 
11. Thus, if the real interest rate is 2 percent higher than the real growth rate then each dollar of debt 

costs the government two cents each year, adjusted for inflation. 
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NOTES 

1. This work is based on Cecchetti (1995). 
2. I will not discuss the difference between price-level and inflation targeting. While this is a po-

tentially important practical distinction, it is beyond the scope of this paper. 
3. See, for example, discussions in Christiano, Eichenbaum, and Evans (1996a, 1996b) and 

Bemanke and Mihov (1995). 
4. Most results are unaffected by the substitution of nonborrowed reserves, suggesting that the 

funds rate elasticity of reserve demand is relatively stable. 
5. For a more detailed discussion, see section 4 of Cecchetti (1995). 
6. This is the technique used in Cecchetti (1995). 
7. The standard-error bands in the figure are constructed using the simple Taylor-series approxi-

mation: 

A dF(l3) A 

F(13) = F(l3) + -- I 13~~ (13 - 13), 
dl3 

where Fis any differentiable function. The variance of F (13') follows immediately as 

E[F(~) - F(l3)]2 = [dF(l3) I 13~~ t Var (~). 
dl3 

Here, we can think of the estimated impulse response functions, the A.;/ s, as functions of the es-
timated reduced-form V AR coefficients, the elements of R(L). Given the estimated variance of 
these coefficient estimates, the variance of the A.;/ s can be computed by numerical differentia-
tion. 

8. Feldstein and Stock ( 1994) examine an identical experiment, but without parameter uncertainty. 
9. Because the model is estimated in logs, the minimum MSE of the nominal-income policy min-

imized the MSE of the sum of the log of industrial production and the log of the CPI. 
10. Performing the calculations in this way ignores a number of elements. In particular, there is no 

guarantee that the policy rules generated from the artificial experiment of one unit shock in one 
e1k at a time will be robust to sequences of shocks in all the e1/ s simultaneously. One clear rea-
son for this is that it ignores the covariance of estimated coefficients both within and across the 
elements of the A.;j(L)'s. 

11. As one would expect, these large policy innovations result in less stable real output, highlight-
ing that the ultimate issue in policymaking is still the relative weight of prices and output in the 
objective function. 
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ENDNOTES 

1. We have investigated the robustness of our findings along a large number of dimensions: omit-
ting the trend; including lagged as well as contemporaneous changes in unemployment and in-
flation; considering longer sample periods (which requires us to not distinguish between antici-
pated and unanticipated inflation); allowing the effects of inflation as well as unemployment to 
change in 1983; and estimating the regressions in levels rather than changes (and including the 
lagged dependent variable on the right-hand side). In all cases, the qualitative picture is the same: 
there is a strong relationship between unemployment and poverty, and no clear relationship be-
tween inflation and poverty. In two of the variants (omitting the trend and including lags), there 
is a modest tendency for increases in inflation to be associated with increases in poverty. But the 
coefficients on inflation are never significantly different from zero. 

2. We have investigated the robustness of the results for the distribution of income along the same 
dimensions that we examined the results for poverty. These results support our findings that un-
employment has no systematic impact on the distribution of income, and that inflation may nar-
row it slightly. 

3. The two most important components of our other financial assets category are certificates of de-
posit and the survey' s residual category ( which includes loans, future proceeds, royalties, futures, 
nonpublic stock, deferred compensation, oil/gas/mineral investment, cash not elsewhere classi-
fied). 

4. As Deininger and Squire describe, the inequality measures for some countries are based on 
spending rather than income. We adjust these observations as suggested by Deininger and Squire 
to make them comparable to the income-based measures. Specifically, we add 6.6 points to the 
spending-based Gini coefficients, and we subtract 1.2 percentage points from the spending-based 
figures for the share of the poorest fifth of the population. 

5. We use Summers and Heston' s definitions of the continents. 
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NOTES 

1. In most previous studies using an interest-rate-based measure of monetary policy, a short-term 
money market rate (the three-month or one-year Treasury bill rate) is used. Most of those stud-
ies surveyed recently in Akhtar ( 1995) find significant and large effects of short rates on long 
rates. In those studies the long-run response of nominal long rates ranges from about 22 to 66 
basis points for every one percentage point change in nominal short rates. However, there is 
considerable skepticism about the reliability and interpretation of those effects. One main rea-
son for such skepticism is even though monetary policy has its strongest effect on a short-term 
money market rate, the latter is also influenced by nonmonetary forces. Hence changes in short 
rates do not necessarily reflect changes in the stance of monetary policy. 

There are a few other empirical studies that use the federal funds rate as a measure of mone-
tary policy. But most of those studies examine the effect of policy on the long rate in a bi vari-
able framework. In such studies the estimated impact of policy on the long rate is quantitatively 
modest and temporally unstable (see Akhtar 1995, Table 3). An exception is the recent work in 
Mehra (1994) which uses a multivariable framework and finds a significant effect of the real 
funds rate on the long rate. However, Mehra ( 1994) does not investigate the robustness of those 
results to alternative specifications or to different sample periods. 

2. Recent research has shown that the federal funds rate is a good indicator of the stance of mon-
etary policy (Bemanke and Blinder 1992; Bemanke and Mihov 1995). 

3. In this chapter near-term effects refer to responses of the bond rate to recent past values of the 
funds rate spread. The immediate effect is the response to the one-period lagged value of the 
spread and the near-term effect is the cumulative response to all such past values. What I call 
the near-term effect is sometimes referred to as the long-run effect in previous studies. As indi-
cated later, I use the long-run effect to measure the effect that arises from the existence of equi-
librium or trending relationships among nonstationary variables. 



Monetary Policy and Long-Term Interest Rates 947 

4. The discussion in this section draws heavily from Goodfriend (1993). 
5. This lag arises not because financial markets adjust slowly but rather because funds rate strat-

egy puts considerable persistence in the funds rate. Such a lag can also arise if the bond rate 
depends upon anticipated policy moves which in tum are influenced partly by current and past 
values of the policy variable. 

6. This framework differs somewhat from the ones used in Goodfriend (1993) and Mehra (1994). 
Goodfriend describes interactions between the bond rate and the funds rate, taking into account 
the behavior of actual inflation and real growth, whereas in Mehra ( 1994) the deficit also is in-
cluded. That work, however, indicates that the deficit variable is not a significant determinant 
of the bond rate once we control for the influences of inflation and real growth. Hence the deficit 
variable is excluded from the work here. I use the output gap rather than real growth as a mea-
sure of the state of the economy because the bond rate appears more strongly correlated with 
the former than with the latter. The qualitative nature of results, however, is the same whether 
the output gap or real growth is used as a measure of the state of the economy. Moreover, I do 
examine the sensitivity of results to some changes in specification in the subsection entitled 
"Additional Empirical Results." 

7. The concept of weak exogeneity is introduced by Engle et al. (1983). The hypothesis that in-
flation is weakly exogenous with respect to the parameters of the cointegrating vector simply 
means that inferences on such parameters can be efficiently carried out without specifying the 
marginal distribution of inflation. More intuitively, inflation in equation (2) could be considered 
predetermined in analyzing the response of the bond rate to inflation. 

8. This test is proposed in Johansen (1992). 
9. I get similar results if instead the consumer price index or the GDP deflator is used to measure 

actual inflation (see the subsection entitled "Additional Empirical Results"). 
In a couple of recent studies (Hoelscher 1986; Mehra 1994) the Livingston survey data on 

one-year-ahead inflationary expectations are used to measure long-run anticipated inflation. 
The results in Mehra ( 1994 ), however, indicate that the near-term impact of the funds rate on 
the bond rate remains significant if one-year-ahead expected inflation (Livingston) data are sub-
stituted for actual inflation in the empirical work (see Mehra 1994, Table 4). That result con-
tinues to hold in this article also (see the subsection entitled "Additional Empirical Results"). 

10. These tests are described in Mehra (1994). 
11. This can be shown as follows. Assume, for example, the level of the bond rate is related to in-

flation and the funds rate spread as in 

(a) 

where the stationary component is a0 + a2(NFR - b1p), and the nonstationary component is 
a 1p,. The error-correction regression is 

n 
llBR, = A1 V,_, + L (other lagged differences of variables) + e,, (b) 

s=l 

where A1 is negative. Substituting for v,_, from (a) into (b) yields (c): 

(c) 

Equation (c) can be estimated and a2 can be recovered as A1a2IA1, which is the minus of the co-
efficient on (NFR - b1p),_ 1 divided by the coefficient on BR,-,. The coefficient a2 then mea-
sures the near-term response of the bond rate to the funds rate spread. I do not label a2 as mea-
suring the long-run effect because the spread is stationary. The long run is defined as the period 
over which trend relationships emerge. In the long run the funds rate spread (NFR - p) is con-
stant. 

12. In estimated short-run regressions the coefficients that appear on lagged differences of the bond 
rate are very small. Ifwe ignore those coefficients, then the short-run equation (c) given in foot-
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note 11 can be expressed as 

-.>..1a1 . A2 BR, = ------p,-, + ----- (NFR - p),-, + other terms, 
I - (1 + .>..l)L 1 - (1 + .>..i)L 

where Lis the lag operator and where A2 is -.>.. 1a 2. The coefficients (w;) that appear on lagged 
levels of NFR - pare then of the form A2, A2(1 + Ai), A2(1 + .>.. 1) 2 , etc. The mean lag then can 
be calculated as follows: 

Mean Lag = L w; ilL w; 
i=l i=l 

13. This is confirmed by results of the formal Chow test that is discussed in the next subsection. 
14. When inflation is measured by the behavior of the consumer price index or the Livingston sur-

vey, I get some mixed results. The statistical significance of the coefficient that appears on the 
funds rate spread is not robust over different sample periods. 

REFERENCES 
Akhtar, M. A. Monetary Policy and Long-Term Interest Rates: A Survey of Empirical Literature. 

Contemporary Economic Policy, vol. XIII (July 1995), pp. 110-30. 
Bemanke, B. S., and Blinder, A. S. The Federal Funds Rate and the Channels of Monetary Trans-

mission. American Economic Review, vol. 82 (September 1992), pp. 901-21. 
Bemanke, B. S., and Mihov, I. Measuring Monetary Policy. NBER Working Paper No. 5145. June 

1995. 
Cook, T. and Hahn, T. The Effect of Changes in the Federal Funds Rate Target on Market Interest 

Rates in the 1970s. Journal of Monetary Economics, vol. 24 (November 1989), pp. 331-51. 
Engle, R. F., Hendry, D. F. and Richard, J-F. Exogeneity. Econometrica, vol. 51 (March 1983), pp. 

277-304. 
Fuhrer, J. C., and Moore, G. R. Monetary Policy Trade-offs and the Correlation between Nominal In-

terest Rates and Real Output. American Economic Review, vol. 85 (March 1995), pp. 219-39. 
Fuller, W. A. Introduction to Statistical Time Series. New York: Wiley, 1976. 
Goodfriend, M. Interest Rate Policy and the Inflation Scare Problem: 1979-1992. Federal Reserve 

Bank of Richmond Economic Quarterly, vol. 79 (Winter 1993), pp. 1-24. 
Hall, A. Testing for a Unit Root in Time Series with Pretest Data Based Model Selection. Manuscript. 

North Carolina State University, 1990. 
Hoelscher, G. New Evidence on Deficits and Interest Rates. Journal of Money, Credit, and Banking, 

vol. XVIII (February 1986), pp. 1-17. 
Johansen, S. Cointegration in Partial Systems and the Efficiency of Single Equation Analysis. Jour-

nal of Econometrics, vol. 52 (June 1992), pp. 389-402. 
Johansen, S. and Juselius, K. Maximum Likelihood Estimation and Inference on Cointegration-

With Applications to the Demand for Money. Oxford Bulletin of Economics and Statistics, vol. 
52 (May 1990), pp. 169-210. 

Kwiatkowski, D., Phillips, P. C. B., Schmidt, P. and Shin, Y. Testing the Null Hypothesis of Sta-
tionarity against the Alternative of a Unit Root: How Sure Are We That Economic Time Series 
Have a Unit Root? Journal of Econometrics, vol. 54 (October-December 1992), pp. 159-78. 

Mehra, Y. P. A Federal Funds Rate Equation. Federal Reserve Bank of Richmond Economic Inquiry 
35(3):621-30, July. 

Mehra, Y. P. An Error-Correction Model of the Long-Term Bond Rate. Federal Reserve Bank of 
Richmond Economic Quarterly, vol. 80 (Fall 1994 ), pp. 49-68. 



Monetary Policy and Long-Term Interest Rates 949 

Radecki, L. J., and Reinhart, V. The Financial Linkages in the Transmission of Monetary Policy in 
the United States. In Bank for International Settlements, National Differences in Interest Rates 
Transmission. Basle, Switzerland, 1994. 

Roley, V. V., and Sellon, G. H., Jr. Monetary Policy Actions and Long-Term Interest Rates. Federal 
Reserve Bank of Kansas City Economic Review, vol. 80 (Fourth Quarter 1995), pp. 73-89. 

Sims, C. A. Macroeconomics and Reality. Econometrica, vol. 48 (January 1980), pp. 1-48. 
Stock, J. H., and Watson, M. W. A Simple Estimator of Cointegrating Vectors in Higher Order Inte-

grated Systems. Econometrica, vol. 61 (July 1993), pp. 783-820. 



Long-Term Real Interest Rates 955 

REFERENCES 

Cogley, T. 1993. Interpreting the Tenn Structure of Interest Rates. Federal Reserve Bank of San 
Francisco Weekly Letter (April 16). 

Friedman, M. 1968. The Role of Monetary Policy. American Economic Review (March) pp. 1-17. 
Trehan, B. 1993. Real Interest Rates. Federal Reserve Bank of San Francisco Weekly Letter 

(November 5). 



960 Trehan 

REFERENCES 

Bonser-Neal, C. 1990. Monetary Regime Changes and the Behavior of Real Interest Rates: A Multi-
country Study. Journal of Monetary Economics pp. 329-359. 

Mishkin, R. F. 1988. Understanding Real Interest Rates. NBER Working Paper No. 1204. 



Taylor's Rule and the Fed 977 

NOTES: 

I. However, attempts to avoid the mistakes of the past sometimes may lead to new mistakes. De 
Long (1997, p. 250) argues that " ... at the deepest level, the truest cause of the inflation in the 
1970s was the shadow cast by the great depression .... " 

2. De Long (1997, p. 274) argues, "A mandate to fight inflation by inducing a significant reces-
sion was in place by 1979, as a result of a combination of fears about the cost of inflation, worry 
about what the 'transformation of every business venture into a speculation on monetary pol-
icy' was doing to the underlying prosperity of the American economy, and fear that the struc-
ture of expectations was about to become unanchored and that permanent double-digit inflation 
was about to become a possibility." 

3. The 1977 amendment to the Federal Reserve Act requires the Fed to promote effectively the 
goals of maximum employment, stable prices, and moderate long-term interest rates." The 
Humphrey-Hawkins Act of 1978 affirms the responsibility of the federal government in general 
to promote "full employment and production .... and reasonable price stability," among other 
things. 

4. Taylor (1993) used a log linear trend ofreal GDP over 1984.Ql to 1992.Q3 as a measure of po-
tential GDP. As discussed below, we have used a more flexible structural estimate. 

5. For a complementary analysis, see Taylor (1997). 
6. Given the lags in the monetary transmission mechanism, an explicitly forward-looking version 

of the Taylor rule-with inflation and output forecasts as arguments-also might be appropri-
ate. Clarida, Gali, and Gertler (1997a, 1997b) estimate a rule using inflation forecasts and ob-
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tain results similar to our own, and Rudebusch and Svensson (1998) examine the theoretical 
properties of such a rule. 

7. The Taylor rule has gained the attention of some Fed policymakers (Blinder 1996, Business 
Week 1996, Meyer 1998, and Yellen 1996), who have used it as a helpful, broad characteriza-
tion of U.S. monetary policy. In addition, it has gained some acceptance outside the Fed as a 
way to think about how the Fed might react to economic and inflationary developments (Pru-
dential Economics 1996, and Salomon Brothers 1995a, 1995b). Of course, there are always 
questions about the reliability of any current implications of the rule because of uncertainty 
about the level of potential GDP. Some analysts argue that increased productivity, due to com-
puter and other technological developments, means that potential output is being mis-measured. 
See Trehan ( 1997) for a discussion of the debate about productivity. 

8. We use current data throughout this paper. It would be preferable to use the original data that 
policymakers actually were looking at when decisions about the funds rate were being made. 
Unfortunately, we do not have access to these data for our full 1970-1997 sample period. See 
Orphanides ( 1997) for an analysis of the effects of original versus final data in estimating a Tay-
lor rule for the 1987-1992 period. 

9. Mehra (1994) employs a similar dynamic specification. 
10. We think that this "error correction" framework is a useful one for the consideration of dynam-

ics. However, although the funds rate, the output gap, and the inflation rate are highly persis-
tent, we make no claims that they are nonstationary (consistent with Rudebusch 1993). 

11. This is analogous to using the average unemployment rate over periods with no net change in 
inflation to estimate a constant "natural" rate of unemployment (or NAIRU). 

12. The real rates in Table 1 are calculated on an ex post basis as in equation (1 ), but similar results 
were obtained using ex ante rates constructed with the one-year-ahead inflation forecasts from 
the Philadelphia Fed's inflation expectations survey. 

13. Still, it is possible that the equilibrium rate was elevated during the Volcker period given the 
large federal budget deficits. For a model-based definition of a time-varying equilibrium rate, 
see Bomfim (1997). 

14. There is also, of course, the issue of time variation in 1r* and r* (as noted in footnote 13). Even 
during a given Chairman's term, there may well be changes in the target inflation rate. Indeed, 
this is the essence of the opportunistic approach to monetary policy described by Bomfim and 
Rudebusch (1998). 

15. This series is conceptually similar and highly correlated with the Q* series in Braun 1990; Hall-
man, Porter, and Small 1991; and Orphanides (1997). 

16. Given the lags in the transmission process of monetary policy, there is little danger of reverse 
causation from i, to 1r1 and y,. 

17. The Q-statistic suggests the possibility of autocorrelation in the regression. Much of this may 
be due to our use of time-aggregated data. When we respecified the regression using end-of-
quarter funds rate data, the Q-statistic did not show signs of autocorrelation, the lagged change 
in the funds rate became statistically insignificant, and the other coefficients were close to the 
results in the original specification. This result adds to our confidence in the specification of the 
right-hand-side variables in regression B, which we retained in the interest of obtaining an equa-
tion that can be used in a quarterly macroeconomic model with quarterly average measurement 
of the funds rate. 

18. This regression shows signs of autocorrelation (the Q-statistic has a p-value of 0.6 percent). As 
with the Greenspan regression, when the funds rate is defined in terms of the level of the last 
week in the quarter, rather than as a quarterly average, the coefficients in the equation change 
very little, but the Q-statistic becomes insignificant. 

19. The equations were estimated from 1961.Q 1 to l 996.Q4. See Rudebusch and Svensson (1998) 
for details. The estimates in (5) and (6) differ very slightly from those in that paper because of 
the longer sample and data revisions. 
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